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Abstract

The observation of neutrino oscillations (neutrino changing from one flavor to another)

has provided compelling evidence that the neutrinos have non-zero masses and that

leptons mix, which is not part of the original Standard Model of particle physics. The

theoretical framework that describes neutrino oscillation involves two mass scales

(∆m2
atm and ∆m2

sol), three mixing angles (θ12, θ23, and θ13) and one CP violating

phase (δCP ). Both mass scales and two of the mixing angles (θ12 and θ23) have been

measured by many neutrino experiments. The mixing angle θ13, which is believed

to be very small, remains unknown. The current best limit on θ13 comes from the

CHOOZ experiment: θ13 < 11◦ at 90% C.L. at the atmospheric mass scale. δCP is

also unknown today.

MINOS, the Main Injector Neutrino Oscillation Search, is a long baseline neutrino

experiment based at Fermi National Accelerator Laboratory. The experiment uses

a muon neutrino beam, which is measured 1 km downstream from its origin in the

Near Detector at Fermilab and then 735 km later in the Far Detector at the Soudan

mine. By comparing these two measurements, MINOS can obtain parameters in

the atmospheric sector of neutrino oscillations. MINOS has published results on the

precise measurement of ∆m2
atm and θ23 through the disappearance of muon neutrinos

in the Far Detector and on a search for sterile neutrinos by looking for a deficit in

the number of neutral current interactions seen in the Far Detector. MINOS also has

the potential to improve the limit on the neutrino mixing angle θ13 or make the first
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measurement of its value by searching for an electron neutrino appearance signal in

the Far Detector. This is the focus of the study presented in this thesis.

We developed a neural network based algorithm to distinguish the electron neu-

trino signal from background. The most important part of this measurement is the

background estimation, which is done through extrapolation. The number of back-

ground events is measured at the Near Detector, then extrapolated to the Far De-

tector. Since different background sources extrapolate differently, some knowledge

about the relative contribution from different background sources is necessary. We

developed a method that can be used to obtain relative contributions of various back-

ground sources from comparison of background rates in the horn-on and horn-off

configurations. We also described our effort to improve two aspects of the Monte

Carlo simulation which are very important for the νe appearance analysis: one is the

hadronization model in the neutrino-nucleon interactions, the other is the modeling

of PMT crosstalk. We performed a blind analysis and examined several sidebands

before looking at the signal region. After we opened the box, we observed a 1.4 σ

excess of νe-like events in the Far Detector compared with the number of predicted

background events. The excess is well within the statistical fluctuation of the back-

ground events. If we interpret the excess as a νe signal from νµ → νe oscillation,

the best fit sin2 2θ13 value is consistent with the CHOOZ limit. However we want to

emphasize that our result is consistent with θ13 = 0 at 90% C.L..

vi



Acknowledgements

I would first and foremost like to thank my advisor, Stanley Wojcicki, for his excep-

tional advice and guidance throughout my PhD. I have been fortunate to have the

opportunity of working with such a good physicist. Stan taught me an appreciation

for the physics, an attention to details, a dedication to my work and every skill that

I have as an experimentalist. I am deeply indebted to him.

I also would like to thank my colleagues at Stanford, Hyejoo Kang, Simona Murgia,

Sergei Avvakumov, Greg Pawloski, and George Irwin, who have always been very

supportive of me. I enjoyed working with them on all kinds of interesting topics,

including electronics, software, detector calibration, and data analysis. I had a lot of

fun with Greg after he became my office mate. He is an excellent physicist and has a

good sense of humor. I benefited a lot from the discussions with him. He also kindly

generated a lot of special Monte Carlo files for my thesis work.

I am grateful to many people at Tufts University, especially to Hugh Gallagher and

Tony Mann. I went to Tufts in the summer of 2006 to work on the hadronization model

with Hugh and Costas. This turned out to be a really fantastic experience for me. I

was really impressed by their solid knowledge of physics and amazing programming

skills and I learned a lot of things from them. I am also greatly indebted to Tony for

helping me understand many issues in the bubble chamber experiments.

I would like to thank many people at Fermilab who helped me a lot during my

stay at Fermilab for the past several years. I am grateful to Niki Saoulidou whose

vii



enthusiasm in physics always inspires me. I am lucky to be in the office next to Robert

Hatcher’s. Despite the fact that he is a very busy person, he always helped me solve

all kinds of software problems with great patience whenever I turned to him for help.

Rob Plunkett has always been very supportive and encouraging to me. I had a lot of

wonderful discussions with Adam Para when his office was still on the 12th floor. I

had a lot of good times with Brian Rebel, Alysia Marino (when she was on MINOS),

Panos Stamoulis (when he was at Fermilab), and Peter Shanahan, who also taught

me a lot about the Near Detector.

I was at the Soudan mine in the summer of 2003 where I first met Debdatta

Bhattacharya. We have been good friends over the past several years. I am also

grateful to Louie Barrett for teaching me so many things about MINOS detectors

and to Dave Saranen for teaching me how to use Linux.

I am greatly grateful to the fellow members of the νe appearance analysis group,

especially to Anna, Alex, Chris, David Jaffe, Josh, Mayly, Milind, Pedro and Trish,

for being such excellent people to work together with.

I want to thank Jiajie Ling for his close friendship and willingness to help at my

difficult times.

The loving support and encouragement of my mother has been totally invaluable

over the years. Finally, a very special thanks to my dear wife Fang for her love,

support and patience over the past years and without whom I would not be able to

finish my thesis.

viii



Contents

Abstract v

Acknowledgements vii

1 Introduction 1

1.1 A Brief History of Neutrinos . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 The Standard Electro-Weak Interaction Model . . . . . . . . . . . . . 6

1.2.1 Gauge Theories . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.2 Spontaneous Symmetry Breaking . . . . . . . . . . . . . . . . 10

1.3 Massive Neutrinos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.3.1 Dirac and Majorana Masses . . . . . . . . . . . . . . . . . . . 21

1.3.2 Seesaw Mechanism and Neutrino Mixing . . . . . . . . . . . . 23

1.4 Neutrino Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1.4.1 The Solar Neutrino Problem . . . . . . . . . . . . . . . . . . . 33

1.4.2 The Atmospheric Neutrino Anomaly . . . . . . . . . . . . . . 36

1.4.3 The 13 Sector . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

1.4.4 The LSND Result and MiniBooNE . . . . . . . . . . . . . . . 49

1.4.5 Neutrinoless Double β Decay . . . . . . . . . . . . . . . . . . 51

1.4.6 Kinematic tests for ν masses . . . . . . . . . . . . . . . . . . . 52

1.4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

ix



2 The MINOS Experiment 55

2.1 The Fermilab Accelerator . . . . . . . . . . . . . . . . . . . . . . . . 56

2.2 The NuMI Neutrino Beam . . . . . . . . . . . . . . . . . . . . . . . . 60

2.3 The MINOS Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . 62

2.3.1 MINOS Detector Technologies . . . . . . . . . . . . . . . . . . 63

2.3.2 The Far Detector . . . . . . . . . . . . . . . . . . . . . . . . . 67

2.3.3 The Near Detector . . . . . . . . . . . . . . . . . . . . . . . . 71

2.4 Detector Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

2.4.1 Relative Calibration . . . . . . . . . . . . . . . . . . . . . . . 75

2.4.2 Absolute Calibration . . . . . . . . . . . . . . . . . . . . . . . 80

2.5 Monte Carlo Simulation . . . . . . . . . . . . . . . . . . . . . . . . . 82

2.6 MINOS Physics Analyses . . . . . . . . . . . . . . . . . . . . . . . . . 84

2.6.1 νµ disappearance measurement . . . . . . . . . . . . . . . . . 85

2.6.2 Search for Neutral Current Disappearance . . . . . . . . . . . 86

2.6.3 Search for νe Appearance . . . . . . . . . . . . . . . . . . . . . 86

3 MINOS νµ to νe oscillation Search 87

4 Electron Neutrino Identification 96

4.1 CalDet Electrons and Pions . . . . . . . . . . . . . . . . . . . . . . . 96

4.2 MINOS Electron Neutrino Identification . . . . . . . . . . . . . . . . 107

4.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.2.2 Pre-selection Cuts . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.2.3 PID Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4.2.4 Constructing ANN . . . . . . . . . . . . . . . . . . . . . . . . 115

4.3 Near Detector Data Monte Carlo Comparisons . . . . . . . . . . . . . 120

4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

x



5 MINOS Hadronization Model 133

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

5.2 The AGKY Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.2.2 Low-W model: Particle content . . . . . . . . . . . . . . . . . 137

5.2.3 Low-W model: Hadron system decay . . . . . . . . . . . . . . 139

5.2.4 High-W model: PYTHIA/JETSET . . . . . . . . . . . . . . . 141

5.3 Data/MC Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . 142

5.4 Intranuclear Rescattering . . . . . . . . . . . . . . . . . . . . . . . . . 154

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

6 Crosstalk Tuning 157

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.2 Impact on the νe Analysis . . . . . . . . . . . . . . . . . . . . . . . . 159

6.3 PMT Crosstalk Tuning . . . . . . . . . . . . . . . . . . . . . . . . . . 163

6.4 Changes to the νe analysis . . . . . . . . . . . . . . . . . . . . . . . . 186

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

7 Near Detector Background Decomposition 190

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

7.2 Horn-on and Horn-off Spectra . . . . . . . . . . . . . . . . . . . . . . 191

7.3 ND νe Background Decomposition . . . . . . . . . . . . . . . . . . . . 195

7.4 Background Systematics . . . . . . . . . . . . . . . . . . . . . . . . . 198

7.4.1 Data (Horn-on/off) Statistics . . . . . . . . . . . . . . . . . . 199

7.4.2 Beam νe Background . . . . . . . . . . . . . . . . . . . . . . . 199

7.4.3 Uncertainties in the Horn-off/on Ratios . . . . . . . . . . . . . 201

7.4.4 Calculation of the ND NC and CC Background Energy Spectra 211

7.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

xi



8 Sensitivity to θ13 218

8.1 FD Background Prediction . . . . . . . . . . . . . . . . . . . . . . . . 218

8.2 Background Systematic Errors . . . . . . . . . . . . . . . . . . . . . . 221

8.2.1 Uncertainties in NC and νµ CC Predictions . . . . . . . . . . 221

8.2.2 Uncertainties in the beam νe and ντ backgrounds . . . . . . . 231

8.3 Signal Systematic Errors . . . . . . . . . . . . . . . . . . . . . . . . . 235

8.4 MINOS Sensitivity to θ13 . . . . . . . . . . . . . . . . . . . . . . . . . 236

9 First Results of MINOS νe Analysis 241

9.1 Blind Analysis and Sidebands . . . . . . . . . . . . . . . . . . . . . . 241

9.2 Far Detector Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

9.3 Fiducial Volume Cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

9.4 Pre-selection Cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

9.5 PID Cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

9.6 Discussion of our results . . . . . . . . . . . . . . . . . . . . . . . . . 256

A Glossary of Acronyms 258

Bibliography 260

xii



List of Tables

1.1 Neutral vector and axial vector couplings in the Standard Model . . . 17

1.2 The current state of knowledge of the neutrino parameters. . . . . . . 53

4.1 Summary of Far Detector data reduction. The oscillation parame-

ters are |∆m2
31| = 2.4 × 10−3eV 2, sin2 2θ13 = 0.15 (CHOOZ limit),

sin2 2θ23 = 1. We assume POT = 3.25× 1020 (2-year exposure). FOM

is defined as N sig/
√
N bg + (10%×N bg)2. . . . . . . . . . . . . . . . . 119

4.2 Numbers of accepted events at both detectors for MC with default

intranuke model (Def.) and MC with the corrected intranuke model

(INu.). The oscillation parameters are |∆m2
31| = 2.4×10−3eV 2, sin2 2θ13 =

0.15, sin2 2θ23 = 1. The numbers are normalized to FD POT = 3.25×

1020 (2-year exposure) and ND POT = 1 × 1019. The errors are only

statistical errors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.1 Default AGKY configuration parameters (see text for details) . . . . 139

xiii



6.1 Numbers of accepted events at both detectors for MC with default

crosstalk fractions (Def) and MC with the new crosstalk fractions

(NXT). The oscillation parameters are |∆m2
31| = 2.4×10−3eV 2, sin2 2θ13 =

0.15, sin2 2θ23 = 1. The numbers are normalized to FD POT = 3.25×

1020 (2-year exposure) and ND POT = 1 × 1019. The errors are only

statistical errors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

7.1 Number of events that are accepted as νe candidates. Top: all events,

comparison of data and MC; Middle: MC events Eν < 10 GeV; Bot-

tom: MC events Eν > 10 GeV. All numbers represent 1 × 1019 POTs

exposure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

7.2 Percentage systematic errors on rNC in reconstructed energy bins. . . 212

7.3 Percentage systematic errors on rCC in reconstructed energy bins. . . 212

7.4 Percentage systematic errors on re in reconstructed energy bins. . . . 213

7.5 The ND background estimates from the comparison of horn-off to horn-

on data and the ND background estimates from the Monte Carlo pre-

diction assuming 15% beam νe error. . . . . . . . . . . . . . . . . . . 215

7.6 Contributions to the ND background NC error assuming 15% beam

νe error. Note total statistical errors are smaller than the individual

statistical errors added in quadrature because of truncation applied to

highest energy bin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

7.7 Contributions to the ND background CC error assuming 15% beam

νe error. Note total statistical errors are smaller than the individual

statistical errors added in quadrature because of truncation applied to

highest energy bin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

8.1 FD background prediction (3.25× 1020 POTs). . . . . . . . . . . . . . 220

xiv



8.2 Systematic errors from extrapolation on NC and νµ CC background

events selected by ANN PID. . . . . . . . . . . . . . . . . . . . . . . 232

8.3 Systematic errors on the beam νe background events selected by ANN

PID in Near and Far Detector Monte Carlo. . . . . . . . . . . . . . . 234

8.4 Systematic errors on the signal νe events selected by ANN. . . . . . . 237

9.1 FD data and MC reduction for 3.14 × 1020 POTs. The standard MC

was used to predict the number of background and potential signal

events (i.e. no corrections based on ND data). Signal is computed at

sin2 2θ13 = 0.15(CHOOZ limit). . . . . . . . . . . . . . . . . . . . . . 248

9.2 Comparison of the data selected in the two PID regions compared to

the raw BG MC, the corrected background prediction, and the poten-

tial signal. Signal is computed at sin2(2θ13) = 0.15 (CHOOZ limit).

Numbers are for 3.14× 1020 POTs . . . . . . . . . . . . . . . . . . . 249

9.3 Comparison of the data selected in the signal regions compared to the

raw BG MC, the corrected background prediction, and the potential

signal. Signal is computed at sin2(2θ13) = 0.15 (CHOOZ limit). Num-

bers are for 3.14× 1020 POTs . . . . . . . . . . . . . . . . . . . . . . 252

xv



List of Figures

1.1 The two possible mass hierarchies for the three known neutrino flavors.

Plot taken from [37]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.2 The SNO and Super-K results expressed as a measurement of the flux

of µ + τ neutrinos versus the flux of electron neutrinos. Plot taken

from [40]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.3 (a) Neutrino oscillation parameter allowed region from KamLAND

anti-neutrino data (shaded regions) and solar neutrino experiments

(lines). (b) Result of a combined two-neutrino oscillation analysis of

KamLAND and the observed solar neutrino fluxes under the assump-

tion of CPT invariance. Plot taken from [46]. . . . . . . . . . . . . . 36

1.4 Ratio of muon-like neutrino events to electron-like neutrino events,

divided by their respective Monte Carlo simulation value. Plot taken

from [49]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

1.5 A sketch showing the relation between zenith angle and the distance

traveled by atmospheric neutrinos (plot taken from [51]). cos θ < 0

represents upward-going particles and cos θ > 0 represents downward-

going particles. The flight path of atmosphere neutrinos from produc-

tion to detector extends from ∼ 10 km to 12,000 km. . . . . . . . . . 40

xvi



1.6 Zenith angle distributions of µ-like and e-like events for sub-GeV and

multi-GeV data sets. Upward-going particles have cos Θ < 0 and

downward-going particles have cos Θ > 0. The bars show the MC

no-oscillation prediction with statistical errors, and the line shows the

best-fit expectation for νµ → ντ oscillations. Plots taken from [52]. . . 40

1.7 Ratio of the data to the MC events without neutrino oscillation (points)

as a function of the reconstructed L/E together with the best-fit ex-

pectation for 2-flavor νµ → ντ oscillations (solid line). Also shown are

the best-fit expectation for neutrino decay (dashed line) and neutrino

decoherence (dotted line). Plot taken from [54]. . . . . . . . . . . . . 41

1.8 The new MINOS best fit point (black point) and the 68% and 90% CL

contours. Overlaid are the 90% CL contours from the Super-K zenith

angle [53] and L/E [54] analyses, and that from the K2K experiment

[56]. Plot taken from [59]. . . . . . . . . . . . . . . . . . . . . . . . . 43

1.9 The 90% CL exclusion regions for the Chooz experiment and the Palo

Verde experiment. “Swap” and “Reactor Power” represent two analysis

methods used in the Palo Verde experiment. Plot taken from [62]. . . 46

1.10 Current state of knowledge of the 13 Sector. Plot taken from [66]. . . 47

1.11 The region of oscillation parameter psace excluded at 90% CL by the

MiniBooNE result. Also shown are the regions allowed by the LSND

result at 90% CL and 95% CL, and the 90% exclusion contours of the

KARMEN2 [75] and Bugey [76] experiments. Plot taken from [74]. . . 50

1.12 Neutrinoless double beta decay. Plot taken from [33]. . . . . . . . . . 51

2.1 The Fermilab accelerators. Those used in generation of the NuMI beam

are the Linac, Booster, and Main Injector. Plot taken from [85]. . . . 57

xvii



2.2 Injection of the Booster beam in the Main Injector as a function of time.

Overlaid on top of each other at two traces: the MI charge (green) that

increases 11 times in 11 separate injections from the Booster and the

MI beam momentum (red) that is defined by the magnet currents, it

ramps from 8 to 120 GeV/c, then ramps down to 8 GeV/c. . . . . . . 58

2.3 Plan and elevation views of the NuMI beam facility. A proton beam is

directed onto a target, from which the secondary pions and kaons are

focused into a decay volume via magnetic horns. Ionization chambers

at the end of the beam line measure the uninteracted primary beam,

secondary hadron beam and tertiary muon beam. Plot taken from [88]. 61

2.4 Calculated rate of νµ charged-current interactions in the MINOS Near

Detector. Three spectra are shown, corresponding to the low, medium,

and high neutrino energy positions of the target. In these configura-

tions, the target is located 10, 100, and 250 cm upstream of its fully-

inserted position. Plot taken from [58]. . . . . . . . . . . . . . . . . . 62

2.5 Cutaway drawing of a single scintillator strip. Light produced by ioniz-

ing particle is multiply reflected inside the strip by the outer reflective

coating. Light absorbed by a WLS fiber is re-emitted isotropically.

Those resulting photons whose directions fall within the total internal

reflection cones are transported along the fiber to the edges of the de-

tector, subsequently being routed to the photodetectors. Plot taken

from [89]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

2.6 Schematic drawing of the scintillator system readout for a module.

Plot taken from [89]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

2.7 Layout of far detector scintillator modules. The center four modules

contain twenty strips and the outer modules contain 28 strips. . . . . 68

xviii



2.8 Schematic overview of the MINOS far detector readout electronics.

Three PMTs are connected with short flat ribbon cables to the VFB,

which also houses two PIN diodes to monitor the light level of the light

injection system. The VA ASIC amplifies and holds the PMT signals,

which are multiplexed via an analog link onto an ADC on the VARC.

The VFB is controlled through a digital link by the VARC. Plot taken

from [89]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

2.9 The four different configurations of planes used in the Near Detector,

showing the different layouts of the scintillator modules. The upper

two figures show partially instrumented planes (“calorimeter region”)

while the lower two figures show the fully instrumented ones (“tracking

region”). The G-N notations denote the different shapes of the scin-

tillator modules. The beam is centered midway between the coil hole

and the left side of the plane, hence the scintillator need only cover

that area in the target region. Plot taken from [89]. . . . . . . . . . . 72

2.10 Four logical sections of the Near Detector. The partially instrumented

region only has scintillator in every 5th plane. (Plot courtesy Debdatta

Bhattacharya) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

2.11 Calibration scheme for data. The main branch is the energy branch

which converts raw ADC’s into calibrated Muon Energy Units (MEU).

The secondary branch converts ADC to photoelectrons. Plot taken

from [92]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

2.12 Detector response to cosmic ray muons as a function of distance from

strip center for a typical strip in the Near Detector. (Plot courtesy

Jiajie Ling) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

xix



2.13 MINOS calorimetric response to pions and electrons at three momenta.

The calorimeter-signal scale is in arbitrary units. The data (open sym-

bols), obtained from the calibration detector exposure to CERN test

beams, are compared to distributions from Monte Carlo simulations.

Pion induced showers are simulated using the GCALOR shower code.

Plot taken from [89]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.1 Probability of νµ → νe conversion from FNAL to Soudan as a function

of neutrino energy for different δCP values and for the normal neutrino

mass hierarchy (top) and the inverted mass hierarchy (bottom). . . . 90

3.2 Probability of νµ → νe conversion from FNAL to Soudan as a function

of neutrino energy for different δCP values. Results are shown without

the matter effects (solid) and with matter effects included (dashed

and dotted). The dashed line (the upper line) assumes a normal mass

hierarchy while the dotted line (the lower line) assumes a inverted mass

hierarchy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.1 A typical 2 GeV/c electron (top 2 plots) and a typical 2 GeV/c pion

(bottom 2 plots) in two views in the CalDet. The color scale represents

the pulse-height which is in MIPs. . . . . . . . . . . . . . . . . . . . . 98

4.2 The average longitudinal shower profile for 2GeV/c electrons and pions

in CalDet. The error bar represents the spread (rms) of energy loss. . 100

4.3 The average longitudinal shower profile for electrons in CalDet with

various momenta. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.4 Best fit parameters E0, a and b as a function of electron energy. . . . 103

4.5 Maximum shower development tmax as a function of y = E/Ec. . . . 104

xx



4.6 Fraction of energy loss as a function of the transverse position for 2

GeV/c electrons and pions in CalDet. The error bar represents the

spread (rms) of the fractional energy loss. . . . . . . . . . . . . . . . . 105

4.7 Fraction of energy loss as a function of the transverse position for

electrons in CalDet with various momenta. . . . . . . . . . . . . . . . 106

4.8 Average shower width as a function of the electron energy. . . . . . . 107

4.9 FD Track planes and track-like planes distributions after fiducial vol-

ume cuts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.10 FD Reconstructed energy distributions after fiducial volume cuts and

track length cuts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.11 Distributions of the 11 variables used in the artificial neural network.

Distributions are area normalized and only events passing the pre-

selection cuts are used in making these plots. . . . . . . . . . . . . . . 112

4.12 A typical architecture of an ANN. It is composed of an input layer, a

hidden layer and an output layer. . . . . . . . . . . . . . . . . . . . . 116

4.13 The ANN output for signal and different background components. The

signal distribution is scaled by a factor of 10 for clarity. Pre-selections

cuts are applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.14 Figure of Merit (FOM) as a function of the cut on the ANN output.

The signal is calculated at the CHOOZ limit. . . . . . . . . . . . . . 118

4.15 Number of accepted signal events and background events as a function

of the cut on the ANN output. The signal is calculated at the CHOOZ

limit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

4.16 Far Detector background composition after applying all the νe selection

cuts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

4.17 Reconstructed energy distributions of events that are accepted by the

ANN as νe-like events. . . . . . . . . . . . . . . . . . . . . . . . . . . 121

xxi



4.18 Energy spectra of background events at various νe selection cut levels. 121

4.19 νe Energy spectra of signal events at various νe selection cut levels. . 122

4.20 νe selection efficiency and purity. . . . . . . . . . . . . . . . . . . . . 122

4.21 Breakdown of Far Detector accepted signal and background events as

number of π0’s in the final state. . . . . . . . . . . . . . . . . . . . . . 123

4.22 Breakdown of Far Detector accepted signal and background events as

the interaction type. . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

4.23 ND Track planes and track-like planes distributions after fiducial vol-

ume cuts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.24 ND Reconstructed energy distributions after fiducial volume cuts and

track length cuts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.25 Distributions of the 11 variables used in the artificial neural network.

Both data and MC are normalized to 1 × 1019 POTs and only events

passing the pre-selection cuts are used in making these plots. . . . . . 127

4.26 The ANN output for signal and different background components. Pre-

selections cuts are applied. . . . . . . . . . . . . . . . . . . . . . . . . 128

4.27 Reconstructed energy distributions of events that are accepted by the

ANN as νe-like events. . . . . . . . . . . . . . . . . . . . . . . . . . . 128

4.28 Effects of changing hadron intranuclear rescattering on the background

rates (a) ND (1×1019POTs) and (b) FD (3.25×1020POTs). The solid

lines represent the MC with the default intranuke model while the

dashed lines represent the MC with the improved intranuke model.

The nominal oscillation probabilities are applied to the FD spectra. . 130

4.29 Far/Near ratios as a function of reconstructed energy for NC events

and νµ CC events that are accepted as νe candidates. The nominal

oscillation probabilities are applied to the FD spectra. ND MC and

FD MC are normalized to the same exposure. . . . . . . . . . . . . . 131

xxii



5.1 Simulated invariant mass distribution of inelastic events in the MINOS

Near Detector using the NuMI muon neutrino beam. The shaded area

shows the resonance contribution for which a different hadronization

model (Rein-Sehgal) is employed. . . . . . . . . . . . . . . . . . . . . 136

5.2 KNO scaling distributions for νp (left) and νn interactions. The curve

represents a fit to the Levy function. Data points are taken from [128]. 139

5.3 Nucleon p2
T distribution data from Derrick et al. [121] (left) and nucleon

xF distribution data from Cooper et al. [122] (right). The solid lines

show the AGKY parametrization, while the shaded area is the error

envelope for the 1σ variation on its free parameters. . . . . . . . . . . 140

5.4 Average charged-hadron multiplicity 〈nch〉 as a function of W 2. (a) νp

events. (b) νn events. Data points are taken from [128, 130]. . . . . . 148

5.5 (a) The dispersion D− = (〈n2
−〉 − 〈n−〉2)1/2 as a function of 〈n−〉. (b)

D/〈nch〉 as a function of W 2. Data points are taken from [128]. . . . 148

5.6 (a) Average multiplicity of π0 mesons as a function of W 2. (b) Dis-

persion of the distributions in multiplicity as a function of the average

multiplicity of π0 mesons. Data points are taken from [119, 131, 132] 149

5.7 Average π0 multiplicity 〈nπ0〉 as a function of the number of negative

hadrons n− for different intervals of W . Data points are taken from

[132]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

5.8 Average charged-hadron multiplicity in the forward and backward hemi-

spheres as functions of W 2: (a) νp, forward, (b) νp, backward, (c) νn,

forward, (d) νn, backward. Data points are taken from [128, 132, 134]. 151

5.9 Fragmentation functions for positive (a) and negative (b) hadrons. Ap-

plied cuts: W 2 > 5(GeV/c2)2, Q2 > 1(GeV/c)2. Data points are taken

from [134]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

xxiii



5.10 Mean value of the transverse momentum of charged hadrons as a func-

tion of W for the selections (a) xF > 0, (b) xF < 0, and (c) all xF .

Data points are taken from [137]. . . . . . . . . . . . . . . . . . . . . 153

5.11 Mean value of the transverse momentum of charged hadrons as a func-

tion of xF for ν̄p. (a) W < 4GeV/c2, (b) W > 4GeV/c2. Data points

are taken from [137]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.1 Near Detector strip pulse-height distributions (measured in photoelec-

trons - PEs) of events passing the Near Detector fiducial volume cuts

(left) and passing the νe pre-selection cuts (right). Different compo-

nents of MC simulation are also shown. Data and MC are sampled

from March 2005 to June 2007 to average the temporal variation of

PMT gains. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

6.2 Event displays of one Near Detector MC event. (a) shows the standard

reconstructed event; (b) shows the same event after removing low pulse-

height hits(<2PE) at the reconstruction level. The cross represents the

reconstructed event vertex. The color scale represents the strip pulse-

height which is in MIPs. . . . . . . . . . . . . . . . . . . . . . . . . . 161

6.3 Reconstructed quantities before (black) and after (red) applying the

2PE cut (ND MC). A track cut track length < 25 planes was ap-

plied in figures (b) and (c) to only accept events without a long muon

track. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

6.4 νe analysis variables before (black) and after (red) applying the 2PE

cut (ND MC). νe pre-selection cuts are applied. . . . . . . . . . . . . 163

xxiv



6.5 The M16 PMT mounting assembly. 8 fibers are placed on each M16

pixel. The Near Detector M64 mounting assembly is identical except

that only one fiber is placed on each pixel. The fiber “cookie” layouts

used in the two cases are shown face-on in the lower right of the figure. 164

6.6 The mappings of plane strip number in the M64 PMT pixels (left) and

M16 PMT pixels (right). The former serves one ND partial U plane

and the latter servers 2/3 of one FD plane. . . . . . . . . . . . . . . . 166

6.7 Two examples of cosmic ray events: (a) ND and (b) FD. The black

boxes represent the track hits while the blue/purple hits around the

track are crosstalk hits. The strip pulse-height is plotted in MIPs. . . 167

6.8 Cosmic ray muon zenith angle and azimuth angle distributions: (a)

ND and (b) FD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

6.9 ND crosstalk distributions: strip pulse-height (left), relative position

(middle), and relative time (right). . . . . . . . . . . . . . . . . . . . 172

6.10 FD crosstalk distributions: strip pulse-height (left), relative position

(middle), and relative time (right). . . . . . . . . . . . . . . . . . . . 173

6.11 ND crosstalk distributions: strip pulse-height (left) and relative posi-

tion (right). The red lines represent the default MC while the blue

lines represent the modified MC where the crosstalk fraction is scaled

up by 35%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

6.12 FD crosstalk distributions: strip pulse-height (left) and relative posi-

tion (right). The red lines represent the default MC while the blue

lines represent the modified MC where the diagonal crosstalk fraction

is scaled up by 40% while the other crosstalk is scaled down by 5%. . 175

6.13 Strip pulse-height of the muon hits read out by Pixel 36 of M64 PMT

(middle plot) and the crosstalk generated by Pixel 36 (surrounding

plots). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

xxv



6.14 Crosstalk charge as a function of injected charge (injected pixel is Pixel

36). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

6.15 Fitted crosstalk charge as a function of injected charge for Pixel 36

in the adjacent and diagonal neighbors. Hits whose pulse-heights are

greater than 0.8 PE are taken as optical crosstalk (a) while those whose

pulse-heights are less than 0.5 PE are taken as electrical crosstalk (b).

To get the correct mean of the crosstalk charge, zero charge hits are

included in both samples. . . . . . . . . . . . . . . . . . . . . . . . . 180

6.16 Measured crosstalk magnitude for ND M64 PMT pixels: (a) overall

crosstalk for each of the 64 pixels, (b) optical adjacent crosstalk for

each pixel, and (c) optical diagonal crosstalk for each pixel. . . . . . . 181

6.17 The correction factors we need to apply to the ND MC simulation: (a)

optical adjacent crosstalk, (b) optical diagonal crosstalk, (c) electrical

adjacent crosstalk, and (d) electrical diagonal crosstalk. . . . . . . . . 181

6.18 Measured crosstalk magnitude for FD M16 PMT spots: (a) overall

crosstalk for each of the 128 spots, (b) optical adjacent crosstalk for

each spot, and (c) optical diagonal crosstalk for each spot. . . . . . . 182

6.19 The position of Pixel 5 of the 8 spots corresponding to the location of

the 8 fibers coupled to that pixel. . . . . . . . . . . . . . . . . . . . . 182

6.20 The correction factors we need to apply to the FD MC simulation: (a)

optical adjacent crosstalk, (b) optical diagonal crosstalk, (c) electrical

adjacent crosstalk, and (d) electrical diagonal crosstalk. . . . . . . . . 183

6.21 ND crosstalk distributions: strip pulse-height (left) and relative posi-

tion (right). The red lines represent the default MC while the blue

lines represent the MC with updated crosstalk fractions. . . . . . . . 184

xxvi



6.22 FD crosstalk distributions: strip pulse-height (left) and relative posi-

tion (right). The red lines represent the default MC while the blue

lines represent the MC with updated crosstalk fractions. . . . . . . . 185

6.23 Energy spectra of background events accepted by the new ANN PID

as νe candidates. (a) ND (b) FD. The solid lines represent MC with

the older crosstalk fractions (Def) while the dashed lines represent MC

with the new crosstalk fractions (NXT). The contribution of ντ events

is not included in the FD spectra. The oscillation parameters are

|∆m2
31| = 2.4 × 10−3eV 2, sin2 2θ13 = 0.15, sin2 2θ23 = 1. The spectra

are normalized to FD POT = 3.25 × 1020 (2-year exposure) and ND

POT = 1× 1019. The errors are only statistical errors. . . . . . . . . 187

7.1 Breakdown of ND neutrino spectrum in the low energy (LE) beam

configuration. Diagram shows the 5 general trajectories of mesons

that pass through the horns. (Plot courtesy Zarko Pavlovic) . . . . . 192

7.2 The simulated νµ CC event rate as a function of Eν in the ND with

two different horn current configurations: black-185kA, red-0kA. . . . 194

7.3 The reconstructed energy spectra of events that pass the νe selection

algorithm. Left: horn-on; Right: horn-off. All spectra are normalized

to 1× 1019 POTs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

7.4 The true energy spectra of ND beam νe events. Left: events passing

fiducial volume cuts; Right: events passing all νe selection cuts. All

spectra are normalized to 1× 1019 POTs. . . . . . . . . . . . . . . . . 201

7.5 The ND horn-off over horn-on spectrum ratios. The error bars repre-

sent the MC statistics. . . . . . . . . . . . . . . . . . . . . . . . . . . 202

xxvii



7.6 rNC in bins of reconstructed energy. (a) After fiducial volume cuts.

The black points are from NOT-νµ CC (NC) selected data events. The

red points are from NOT-νµ CC (NC) selected Monte Carlo events. (b)

From true NC events. The black points are after the fiducial volume

cuts. The blue points are after the pre-selection cuts. The red points

are after the ANN PID cut. The error bars represent the MC statistics. 203

7.7 (a) Average W 2 as a function of true shower energy for events in the

horn-on (black) and horn-off (red) configurations. (b) Average shower

angle as a function of true shower energy for events in the horn-on

(black) and horn-off (red) configurations. Fiducial volume cuts are

applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

7.8 Selection efficiency for ANN algorithm as a function of the shower angle

with respect to the beam for events with true shower energy between

3 and 4 GeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

7.9 Impact of flux uncertainties in the horn off/on ratios. The error bars

represent the MC statistical error. . . . . . . . . . . . . . . . . . . . . 206

7.10 Impact of cross section uncertainties in the horn off/on ratios. The

error bars represent the MC statistical error. . . . . . . . . . . . . . . 207

7.11 Impact of hadronization model uncertainties on the horn off/on ratios.

The error bars represent the MC statistical error. . . . . . . . . . . . 209

7.12 Impact of intranuke rescattering uncertainties on the horn off/on ratios.

The error bars represent the MC statistical error. . . . . . . . . . . . 210

7.13 Impact of crosstalk mismodeling on the horn off/on ratios. The error

bars represent the MC statistical error. . . . . . . . . . . . . . . . . . 210

xxviii



7.14 The reconstructed energy spectra of events that pass the νe selection

algorithm. Left: horn-on; Right: horn-off. All spectra are normalized

to 1× 1019 POTs. The error bar represents the statistical error while

the error band represents the systematic error. . . . . . . . . . . . . . 213

7.15 The ND horn-off over horn-on spectrum ratios. The error bars repre-

sent the MC statistics. The error bar represents the statistical error

while the error band represents the systematic error. . . . . . . . . . 214

7.16 Reconstructed horn-on energy spectrum of events that pass the νe se-

lection algorithm assuming 15% beam νe error. . . . . . . . . . . . . . 215

8.1 Extrapolation of NC and νµ CC background components from ND to

FD taking into account oscillations. The ND spectra are obtained

using the horn on/off background decomposition method. ND spectra

are normalized to 1 × 1019 POTs and FD spectra are normalized to

3.25× 1020 POTs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220

8.2 Predicted FD background energy spectra for an exposure of 3.25×1020

POTs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

8.3 Comparison of PID distributions for the first event in each spill (black

points) and for all events (red curve). Distributions are area normal-

ized. (a) Data; (b) MC; (c) Double ratio. . . . . . . . . . . . . . . . 228

8.4 ANN PID distributions for MC with perfect geometry and with real

geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229

8.5 χ2 distributions as a function of sin2(2θ13) and δCP . We assume |∆m2
32| =

0.0024eV 2 and sin2 2θ23 = 1. The exposure is taken to be 3.25 × 1020

POTs. Left: normal mass hierarchy (∆m2
32 > 0); Right: inverted mass

hierarchy (∆m2
32 < 0). . . . . . . . . . . . . . . . . . . . . . . . . . . 239

xxix



8.6 χ2 distributions as a function of sin2(2θ13). We assume δCP = 0,

|∆m2
32| = 0.0024eV 2 and sin2 2θ23 = 1. The exposure is taken to

be 3.25× 1020 POTs. . . . . . . . . . . . . . . . . . . . . . . . . . . . 239

8.7 MINOS sensitivity as a function of δCP at 3.25×1020 POTs. . . . . . 240

9.1 Reconstructed vertex distributions of neutrino events in the Far De-

tector fiducial volume. . . . . . . . . . . . . . . . . . . . . . . . . . . 245

9.2 Reconstructed track quantities after fiducial volume cuts. . . . . . . . 246

9.3 Reconstructed shower quantities after fiducial volume cuts. . . . . . . 246

9.4 Reconstructed Q2 and W 2 after fiducial volume cuts. . . . . . . . . . 247

9.5 Distributions of the 11 variables used in the ANN after pre-selection

cuts. The last plot shows the χ2/NDF of the 11 distributions. No ND

data based correction was applied to MC. . . . . . . . . . . . . . . . 250

9.6 ANN PID distributions for data (black points), corrected background

only MC (red) and the raw background only MC (blue). The bin below

zero corresponds in an underflow bin which contains events with no

assigned PID. The correction to MC takes into account the data/MC

differences in the ND PID distributions. . . . . . . . . . . . . . . . . 251

9.7 ANN PID distributions for data (black points), corrected background

only MC (red) and background+signal MC (blue). Signal is computed

at sin2(2θ13) = 0.15 (CHOOZ limit). The bin below zero corresponds

in an underflow bin which contains events with no assigned PID. . . 251

9.8 Distributions of events accepted by ANN (a) Vertex z; (b) Vertex x vs

y; (c) Events per unit POT vs time (each bin corresponds to 2 month

of data). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

xxx



9.9 Reconstructed energy of selected data compared to predictions in the

signal region. Signal is computed at sin2(2θ13) = 0.15 (CHOOZ limit).

Plots are stack plots. . . . . . . . . . . . . . . . . . . . . . . . . . . . 254

9.10 χ2 distributions as a function of sin2(2θ13) and δCP for observation

of 35 data events. Left: normal mass hierarchy (∆m2
32 > 0); Right:

inverted mass hierarchy (∆m2
32 < 0). . . . . . . . . . . . . . . . . . . 254

9.11 χ2 distributions as a function of sin2(2θ13) for observation of data 35

events. We assume δCP = 0. . . . . . . . . . . . . . . . . . . . . . . . 255

9.12 Best fit and 90% upper limit in sin2 2θ13 as a function of δCP for the

normal mass hierarchy (red) and the inverted mass hierarchy (blue) at

the MINOS best fit value for ∆m2
32 and sin2 2θ23 for 3.14× 1020 POTs. 256

xxxi



xxxii



Chapter 1

Introduction

1.1 A Brief History of Neutrinos

The history of neutrino physics began with Wolfgang Pauli’s often quoted letter to

the Physical Society of Tübingen on the 14th of December 1930 [1], in which he

postulates the existence of a new particle, which he called the neutron, in order to

explain the observed continuous electron spectrum accompanying nuclear beta decay.

Pauli required his hypothetical particle to be electrically neutral and have spin 1/2,

to ensure conservation of electric charge and angular momentum. It can only interact

weakly and its rest mass was expected to be small, but not necessarily vanishing. In

1932 Chadwick discovered what we now call the neutron [2], but it was clear that

this neutral particle was too heavy to be the neutron that Pauli had predicted and

hence later on Pauli’s neutron was renamed the neutrino by Enrico Fermi. In 1934

Fermi proposed his famous theory of weak interaction [3], based on which Bethe &

Peierls predicted the cross section for the interaction of the neutrino with matter to

be extremely small [4].

By 1950, there was compelling theoretical evidence for the existence of neutrinos,

but there was still no direct experimental verification. In the mid-fifties, the decisive

1
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experiments were conducted at the Savannah River nuclear reactor in South Carolina.

Here Frederick Reines and Clyde Cowan, both from Los Alamos Laboratory, set up

a large tank of water and watched for the “inverse” beta-decay reaction

ν̄e + p+ → n+ e+ (1.1)

At their detector the antineutrino flux was calculated to be 5 × 1013 particles per

square centimeter per second, but even at this fantastic intensity they could only

hope for two or three events every hour. On the other hand, they developed an

ingenious delayed-coincidence technique, which made use of the positron to produce

the first pulse and the γ’s from the captured neutron for the second pulse. After

months of data collection, they had accumulated data on about three neutrinos per

hour in their detector. The signal to background ratio was about three to one. Their

results provided unambiguous confirmation of the neutrino’s existence [5]. Frederick

Reines was awarded the Nobel prize in 1995 for this work.

In 1958, Maurice Goldhaber, Lee Grodzins, and Andrew Sunyar at Brookhaven

National Laboratory demonstrated that the new neutrino has left-handed (negative)

helicity by a combined analysis of circular polarization and resonant scattering of γ

rays following orbital electron capture 1 [7]. This result is in agreement with the V-A

nature of the weak interaction predicted by Feynman and Gell-Mann [8].

In 1962, the muon-neutrino was identified in an experiment at the Brookhaven

AGS [9], and this marked the beginning of the fruitful use of high-energy neutrino

beams at accelerators. In 1987, Jack Steinberger, Leon Lederman, and Mel Schwartz

won the Nobel Prize for this discovery. In 1975, a new lepton, the tau, was discovered

by a group led by physicist Martin Perl at the Stanford Linear Accelerator Center

1Electron capture is one form of radioactivity. A parent nucleus may capture one of its orbital
electrons and emit a neutrino. This is a process that competes with positron emission and has the
same effect on the atomic number. Most commonly, it is a K-shell electron that is captured, and
this is referred to as K-capture. A typical example is 7

4Be+0
−1 e→7

3 Li+ ν.
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[10]. Experiments performed shortly afterward provided strong evidence that there

also exists a third species of neutrino, the tau neutrino, ντ . In 1995, Perl and Reines

won the Nobel Prize for their discoveries. The tau neutrino was first detected in 2000

by the DONUT experiment [11].

In 1973, the Gargamelle experiment at CERN discovered the weak neutral current

(NC) interaction

ν̄µ + e→ ν̄µ + e (1.2)

mediated by the Z0 boson. The same series of experiments also showed evidence of

the corresponding neutrino-quark process by observing events induced by ν/ν̄ that

produced hadrons, but no muon or electron [12]:

ν̄µ +N → ν̄µ +X

νµ +N → νµ +X (1.3)

Observation of the neutral current interaction lent strong support to a unified the-

ory of weak and electromagnetic interactions proposed a few years earlier by Sheldon

Glashow [13], Abdus Salam [14], and Steven Weinberg [15], which became part of the

more encompassing framework of the “Standard Model”. This model is capable of

describing all the known physics of weak and electromagnetic interactions, incorpo-

rating all the experimental results at energies available at present accelerators. The

observation of the neutral weak current and the discovery of the intermediate vector

bosons W [16] and Z [17] at CERN in 1983, at MW = 82 GeV/c2 and MZ = 92

GeV/c2 (as predicted), contributed spectacularly to the success of this model.

Two neutrino related major discoveries were made in the 1980s. Firstly neutrinos

from outside our solar system were observed for the first time, when observations of

neutrino events were correlated with astronomical observations of the supernova SN

1987A [27]. On earth 19 low-energy anti-neutrino events were observed in two large



4 CHAPTER 1. INTRODUCTION

water Ĉerenkov detectors (Kamiokande II and IMB) within about 10 seconds. Many

determinations of neutrino properties including limits on neutrino mass, lifetime and

magnetic moment were extracted from the supernova data.

Secondly the Mark II experiment at SLC and the LEP experiments at CERN

precisely measured the width of the Z resonance. Those measurements were highly

significant for neutrino physics as it provided very strong evidence there were only 3

light (mν < 45 GeV/c2), active neutrino flavors [28, 29].

The rest of this section is devoted to the discussions of the phenomenon “neutrino

oscillations” whereby a neutrino created with a specific lepton flavor (electron, muon

or tau) can later be measured to have a different flavor. Neutrino oscillations are of

theoretical and experimental interest as observation of the phenomenon implies that

the neutrino has a non-zero mass, which is not part of the original Standard Model

of particle physics.

In 1957, an Italian physicist, Bruno Pontecorvo, living in the USSR, discussed

the possibility of neutrino-antineutrino oscillations [6]. This was the first mention

of “neutrino oscillations”, albeit not of the kind that have become familiar in recent

years.

In 1959, Ray Davis et al. showed that the anti-neutrino could be distinguished

from the neutrino while at the same time putting an upper limit on the neutrino flux

from the sun [18]. In the late 1960s, Ray Davis’s Homestake Experiment was the

first to measure the flux of neutrinos from the sun and detect a deficit compared with

the prediction of John N. Bahcall’s Standard Solar Model [19] and the discrepancy

essentially created the solar neutrino problem. The experiment used a chlorine-based

detector. Many subsequent experiments confirmed the deficit, including Kamiokande

and Super-Kamiokande in Japan and SNO (Sudbury Neutrino Observatory) in On-

tario, Canada. The first scientific results of SNO were published in 2001 [20], bringing

the first clear evidence that neutrinos change flavor, or oscillate, as they travel through
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the sun, which resolved the solar neutrino problem. In 2002, Ray Davis and Masatoshi

Koshiba won the Nobel Prize for the detection of solar neutrinos.

The neutrinos produced in the earth’s atmosphere as the result of the decay of

cosmic-ray induced pions and kaons were first detected by experiments performed in

the early 1960s. These experiments were located in the Kolar Gold Field in Southern

India [21] and at the East Rand Proprietary mine in South Africa [22]. In the 1980s

several large water Ĉerenkov detectors were being used to search for proton decay. The

major source of background to these proton decay experiments was from neutrinos

created in the atmosphere by high energy cosmic rays. When proton decay wasn’t

discovered, ironically it was the background that brought fascinating new physics.

The American experiment, IMB [24], and the Japanese experiments, Kamiokande

[25] and Super-K [50], reported a deficit in the number of muon neutrinos created in

the atmosphere with respect to the number of electron neutrinos. This deficit became

known as the atmospheric neutrino anomaly and it provided the evidence for neutrino

oscillations. Since the atmosphere is not a very well controlled source of neutrinos

a confirmation that the atmospheric results were due to the oscillations was sought.

The K2K experiment [26] in Japan provided that reassurance. They generated a very

pure beam of muon neutrinos with the accelerator at the KEK lab directed toward the

SuperK detector ∼ 250 km away. They were able to demonstrate the disappearance

of the muon neutrinos consistent with the predictions with the parameters inferred

from the atmospheric measurements.

With the K2K experiment confirming the disappearance of muon neutrinos as

a result of oscillations it falls to the MINOS experiment to make a precision mea-

surement of the effect and further constrain the atmospheric oscillation parameters.

The MINOS experiment also has the potential to further constrain or make the first

measurement of the still unmeasured neutrino mixing angle θ13. The measurement

of θ13 in the MINOS experiment forms the focus of this thesis. More details on the
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neutrino oscillation experiments are further discussed later in this chapter.

1.2 The Standard Electro-Weak Interaction Model

1.2.1 Gauge Theories

The Standard Model is a collection of related theories, incorporating quantum electro-

dynamics, the Glashow-Weinberg-Salam theory of electroweak processes, and quan-

tum chromodynamics. It describes all of the known elementary particle interactions

except gravity. The Standard Model has met almost every experimental test. It has,

moreover, an attractive aesthetic feature: in the Standard Model all of the fundamen-

tal interactions derive from a single general principle, the requirement of local gauge

invariance. Yet, despite its success, the Standard Model appears in need of extension

and generalization. In its present form it is not capable of predicting the masses of

the fermions, nor can it explain why there are several fermion families. The study

of neutrino physics can potentially lead to the discovery of new physics beyond the

Standard Model, and this is the chief reason why the neutrino is such an interesting

particle. In the Standard Model neutrinos are massless particles; however, there is

compelling experimental evidence that neutrino flavor oscillations do occur both in

the vacuum and in matter, which is a strong indication of the existence of neutrino

mass. As such, massive neutrinos are the only experimentally verified occurrence of

physics beyond the Standard Model at the present time.

In the Standard Model, there exist three kinds of elementary particles: leptons,

quarks and mediators. There are six leptons, classified according to their charge (Q),

electron number (Le), muon number (Lµ), and tau number (Lτ ). They fall naturally
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into three families (or generations):

 νe

e

  νµ

µ

  ντ

τ

 .

There are also six antileptons. So there are really 12 leptons.

Similarly, there are six “flavors” of quarks, which are classified according to charge,

strangeness (S), charm (C), beauty (B) and truth (T ). The quarks, too, fall into three

generations:  u

d

  c

s

  t

b

 .

There are also six antiquarks. Meanwhile, the quarks and antiquarks possess an addi-

tional quantum number, and each quark and antiquark exist in three unitary equiva-

lent states, differing in values of the new quantum number, termed color. Therefore

there are 36 quarks and antiquarks in all.

Finally, every interaction has its mediators: the photon for the electromagnetic

force, two W ’s and a Z for the weak force, the graviton (presumably) for gravity,

eight gluons for the strong force. The gluons themselves carry color, and therefore

(like the quarks) should not exist as isolated particles. There are 12 mediators in all.

Particles with half-integer spin are known as fermions - all leptons and quarks are

fermions; particles with integer spin are known as bosons - all mediators are bosons.

The Standard Model is an SU(3) ⊗ SU(2)L ⊗ U(1)Y gauge theory. This theory

is now believed to describe all elementary particle interactions except gravity. We

start with U(1) symmetry, which leads to the Electrodynamics theory. In Quantum

Field Theory, particles are defined in terms of their Lagrangians and described by

field equations. The Lagrangian for a free fermion is the Dirac Lagrangian

L = ψ̄(iγµ∂µ −m)ψ, (1.4)
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where ψ is the field describing the dynamics of the particle and m is its mass. γµ are

the Dirac matrices. This Lagrangian is invariant under the transformation

ψ −→ eiαψ, (1.5)

where α is any real number. We call (1.5) a global gauge transformation. The Dirac

Lagrangian is not invariant under the local gauge transformation

ψ −→ eiα(x)ψ, (1.6)

where α is a function of xµ. It can be verified that under the local gauge transforma-

tions

L −→ L− (∂µα)ψ̄γµψ. (1.7)

If we demand that the Dirac Lagrangian be invariant under local gauge transfor-

mations we have to add one additional term in order to soak up the extra term in

Eq. (1.7). Suppose

L = ψ̄(iγµ∂µ −m)ψ − eψ̄γµψAµ, (1.8)

Where Aµ is some new field (called a “gauge” field or a “gauge” boson) that transforms

under local gauge transformations according to the rule

Aµ −→ Aµ −
1

e
∂µα(x). (1.9)

The new Lagrangian is now invariant under local gauge transformations. To com-

plete the construction of a locally invariant Lagrangian, we must find a kinetic energy

term for the field Aµ. Since it is a vector field, we look to the Proca Lagrangian which
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describes a massive spin-1 field of mass mA

L = −1

4
F µνFµν +

1

2
m2
AA

νAν . (1.10)

F µν ≡ ∂µAν − ∂νAµ is invariant under (1.9) but AνAν is not. Evidently, the gauge

field must be massless (mA = 0), otherwise local gauge invariance will be lost.

The conclusion is that if we start with the Dirac Lagrangian, and impose local

gauge invariance, we are forced to introduce a massless vector field (Aµ), and the

complete Lagrangian becomes

L = ψ̄(iγµ∂µ −m)ψ − 1

4
F µνFµν − eψ̄γµψAµ. (1.11)

The last term −eψ̄γµψAµ describes the coupling of fermion fields ψ, ψ̄ to the gauge

field Aµ. We can define a new derivative, called the covariant derivative, as follows

Dµ ≡ ∂µ + ieAµ (1.12)

and the new Lagrangian becomes

L = ψ̄(iγµDµ −m)ψ − 1

4
F µνFµν

= ψ̄(i /D −m)ψ − 1

4
F µνFµν , (1.13)

where /D ≡ γµDµ. This is the Lagrangian for Quantum Electrodynamics (QED) and

Aµ is the photon (γ) field required to preserve the local gauge invariance.

The local gauge transformation (1.6) may be thought of as multiplication of ψ by

a unitary 1× 1 matrix

ψ −→ Uψ,where U †U = 1. (1.14)

(Here U = eiα). The group of all such matrices is U(1); hence the symmetry involved
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is called “U(1) gauge invariance”.

The SU(3) gauge invariance in the Standard Model is imposed to describe Quan-

tum Chromodynamics (QCD), the theory of strong interactions and color is the con-

served quantity. The corresponding gauge bosons are eight massless gluons.

The SU(2)L ⊗ U(1)Y symmetry leads to the Electroweak theory which unifies

the electromagnetic and weak interactions. Requiring this invariance introduces four

gauge fields. Three of these fields couple to the weak isospin carried by left-handed

fermions and the last couples to the weak hypercharge carried by all fermions.

The principle of local gauge invariance works beautifully for the strong and elec-

tromagnetic interactions. It provides a mechanism for determining the couplings.

Moreover, as ’t Hooft and others proved in the early seventies [30], gauge theories are

automatically renormalizable. But the application to weak interactions was stymied

by the fact that gauge fields have to be massless. The mass term in the Proca La-

grangian (1.10) is not locally gauge invariant, and whereas the photon and the gluons

are massless, the W ’s and the Z0 certainly are not. Another process is required to

connect the gauge fields to the W , Z and γ bosons and to generate the masses of the

W and Z bosons. This process is called the Higgs Mechanism.

1.2.2 Spontaneous Symmetry Breaking

The Higgs Mechanism is built on the union of gauge invariance and spontaneous

symmetry breaking. A massless gauge boson can acquire mass through spontaneous

symmetry breaking. We begin with an Abelian gauge theory example by considering

a complex scalar field coupled both to itself and to an electromagnetic field

L = |Dµφ|2 − V (φ)− 1

4
(Fµν)

2, (1.15)
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with Dµ = ∂µ + ieAµ. This Lagrangian is invariant under the local U(1) transforma-

tion

φ(x) −→ eiα(x)φ(x), Aµ(x) −→ Aµ(x)− 1

e
∂µα(x). (1.16)

If we choose the potential in L to be of the form

V (φ) = −µ2φ∗φ+
λ

2
(φ∗φ)2, (1.17)

with µ2 > 0, the field φ will acquire a vacuum expectation value and the U(1) global

symmetry will be spontaneously broken. The minimum of this potential occurs at

〈φ〉 = φ0 = (
µ2

λ
)1/2. (1.18)

We can expand the Lagrangian (1.15) about the vacuum state (1.18). Decompose the

complex field φ(x) as

φ(x) = φ0 +
1√
2

(φ1(x) + iφ2(x)). (1.19)

The potential (1.17) is rewritten as

V (φ) = − 1

2λ
µ4 +

1

2
· 2µ2φ2

1 +O(φ3
i ). (1.20)

The kinetic energy term of φ is rewritten as

|Dµφ|2 =
1

2
(∂µφ1)2 +

1

2
(∂µφ2)2 +

√
2eφ0 · Aµ∂µφ2 + e2φ2

0AµA
µ + · · · (1.21)

where we have omitted terms cubic and quartic in the fields Aµ, φ1, and φ2. This La-

grangian describes a massive scalar field φ1 of mass
√

2µ and a massless scalar field φ2.

The appearance of massless particles when a continuous symmetry is spontaneously

broken is a general result, known as Goldstone’s theorem. The massless fields that
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arise through spontaneous symmetry breaking are called Goldstone bosons. Many

light bosons seen in physics, such as the pions, may be interpreted (at least approxi-

mately) as Goldstone bosons.

The last term written explicitly in (1.21) is a photon mass term

∆L =
1

2
m2
AAµA

µ, (1.22)

where the mass

m2
A = 2e2φ2

0 (1.23)

arises from the nonvanishing vacuum expectation value of φ.

We have demonstrated how a massless gauge boson acquires a mass through

spontaneous symmetry breaking. This mechanism, by which spontaneous symme-

try breaking generates a mass for a gauge boson, was explored and generalized to the

non-Abelian case by Higgs, Kibble, Guralnik, Hagen, Brout, and Englert, and is now

known as the Higgs mechanism. We now use this mechanism to build a model that

gives the experimentally correct description of the weak interactions. We start with

an SU(2)L ⊗ U(1)Y gauge invariant Lagrangian, spontaneously broken by the Higgs

mechanism in such a way the the final Lagrangian is invariant under the U(1)e.m.

gauge transformation.

As of now no right-handed neutrinos have been found. The left-handed and right-

handed leptons can be put into the doublet and singlet representations of the SU(2)

group  νe

e


L

 νµ

µ


L

 ντ

τ


L

.

eR µR τR

(1.24)

Restricting our discussion to the first generation of the lepton sector, which consists

of an electron-neutrino and electron left-handed doublet and a right-handed electron
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singlet, the Lagrangian which is invariant under SU(2)L ⊗ U(1)Y is given by

L0 = l̄Li /DlL + l̄Ri /DlR −
1

4
~F µν · ~Fµν −

1

4
GµνGµν , (1.25)

where

lL =

 νe

e


L

, lR = eR,

Dµ = ∂µ − ig ~T · ~Aµ − ig′Y Bµ,

~Fµν = ∂µ ~Aν − ∂ν ~Aµ + g( ~Aµ × ~Aν),

Gµν = ∂µBν − ∂νBµ. (1.26)

In Eq.(1.26), ~T is the isospin operator (~T = ~σ/2), Y is the hypercharge operator, and

g and g′ are, respectively, SU(2)L and U(1)Y gauge coupling constants. Furthermore,

~Aµ ≡ (A1
µ, A

2
µ, A

3
µ) (a vector in isospin space) and Bµ are massless SU(2)L and U(1)Y

gauge bosons, respectively. The Lagrangian in Eq.(1.25) is invariant under the local

gauge transformations given by

lL,R → UlL,R,

~T · ~Aµ → U [~T · ~A− i

g
U−1(∂µU)]U−1,

Bµ → Bµ + ∂µΛ(x),

where

U = exp{ig ~T · ~Λ(x) + ig′Y Λ(x)} (1.27)
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and Λ(x) and ~Λ(x) are gauge functions. Defining

W±
µ =

1√
2

(A1
µ ∓ iA2

µ)

Z0
µ =

1√
g2 + g′2

(gA3
µ − g′Bµ)

Aµ =
1√

g2 + g′2
(g′A3

µ + gBµ) (1.28)

the covariant derivative can be rewritten as

Dµ = ∂µ − igT aAaµ − ig′Y Bµ

= ∂µ − i
g√
2

(W+
µ T

+ +W−
µ T

−)− i 1√
g2 + g′2

Z0
µ(g2T 3 − g′2Y )

−i gg′√
g2 + g′2

Aµ(T 3 + Y ) (1.29)

where

T± = (T 1 ± iT 2) =
1

2
(σ1 ± iσ2) = σ± (1.30)

We should identify the coefficient of the electromagnetic interaction as the electron

charge e,

e =
gg′√
g2 + g′2

(1.31)

and identify the electric charge quantum number as

Q = T 3 + Y. (1.32)

To simplify things further, we define the weak mixing angle, θW , to be the angle that
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appears in the change of basis from (A3,B) to (Z0,A)

 Z0

A

 =

 cos θW − sin θW

sin θW cos θW

 A3

B

 ; (1.33)

that is,

cos θW =
g√

g2 + g′2
, sin θW =

g′√
g2 + g′2

. (1.34)

The magnitude of the electron charge can be rewritten as

e = g sin θW = g′ cos θW . (1.35)

We can rewrite the covariant derivative (1.29) in the form

Dµ = ∂µ − i
g√
2

(W+
µ T

+ +W−
µ T

−)− i g

cos θW
Z0
µ(T 3 − sin2 θWQ)− ieAµQ. (1.36)

The covariant derivative (1.36) uniquely determines the coupling of the W and Z0

fields to fermions, once the quantum numbers of the fermion fields are specified. Note

the W boson couples only to left-handed helicity states of quarks and leptons. For

the right-handed fields, eR, uR, dR, T 3 = 0; for the left-handed fields, T 3 = ±1
2
,

ψL =

 ν

e


L

, qL =

 u

d


L

. (1.37)

Once we have specified the T 3 value for each fermion field, the value of Y that we

must assign follows from Eq.(1.32).

The complete lepton-gauge boson coupling can be expressed in the Lagrangian

Lelectroweak =
g√
2

(W+
µ J

µ+
W +W−

µ J
µ−
W ) +

g

cos θW
Z0
µJ

µ
Z + eAµJ

µ
EM (1.38)
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where

Jµ+
W = ν̄Lγ

µeL + ūLγ
µdL

Jµ−W = ēLγ
µνL + d̄Lγ

µuL

JµZ =
∑
f

f̄γµ(T 3 − sin2 θWQ)f

= ν̄Lγ
µ(

1

2
)νL + ēLγ

µ(−1

2
+ sin2 θW )eL + ēRγ

µ(sin2 θW )eR

+ūLγ
µ(

1

2
− 2

3
sin2 θW )uL + ūRγ

µ(−2

3
sin2 θW )uR

+d̄Lγ
µ(−1

2
+

1

3
sin2 θW )dL + d̄Rγ

µ(
1

3
sin2 θW )dR

JµEM = ēγµ(−1)e+ ūγµ(+
2

3
)u+ d̄(−1

3
)d. (1.39)

The first term in Eq.(1.38) is responsible for all charged-current interactions in which

the lepton charge is changed by ±1 units, and W+
µ and W−

µ represent, respectively,

W+ and W− gauge bosons. The last two terms in Eq.(1.38) generate interactions

mediated by the neutral gauge boson Z0, and by the photon, denoted here by the

gauge field Aµ.

The Lagrangian in Eq.(1.38) leads to the effective Hamiltonian of weak interaction

defined by

S =
(−i)2

2!

∫
d4xd4yT [L(x)L(y)] = −

∫
Heff (x)d4x, (1.40)

where S is the S-matrix in the second order in g and T [· · · ] denotes the time ordered

product. The result, which is valid in the region where the momentum transfer

squared, q2, satisfies |q2| � m2
W ,m

2
Z , is

Heff =
g2

4m2
W

(Jµ+
W J−Wµ + h.c.) +

g2

8m2
Z cos2 θW

JµZJZµ. (1.41)
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The first factor is often written in terms of the Fermi constant GF , defined as

GF√
2

=
g2

8m2
W

. (1.42)

This constant gives the strength of the weak interactions at energies much less than

mW . We will show later that the coefficient of the neutral current term in Heff of

Eq.(1.41) is GF/
√

2.

In the literature, the neutral-current JµZ is often written as

JµZ =
1

2
f̄γµ(cfV − c

f
Aγ

5)f (1.43)

where the vector and axial-vector couplings for different particles are listed in Table

1.1.

f cV cA
νe, νµ, ντ

1
2

1
2

e−, µ−, τ− −1
2

+ 2 sin2 θW −1
2

u, c, t 1
2
− 4

3
sin2 θW

1
2

d, s, b −1
2

+ 2
3

sin2 θW −1
2

Table 1.1: Neutral vector and axial vector couplings in the Standard Model

We have demonstrated the massless gauge bosons are required to preserve the

SU(2) ⊗ U(1) local gauge invariance. But in the real world, the gauge bosons that

mediate the weak interactions are massive. They can acquire mass through sponta-

neous Symmetry Breaking. To break the symmetry spontaneously, we introduce a

scalar field or so-called Higgs sector whose Lagrangian is given by

Lφ =
1

2
|(Dµφ|2 + µ2φ†φ− λ

2
(φ†φ)2, (1.44)
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where λ > 0 and µ2 > 0 and

φ ≡

 φ+

φ0

 . (1.45)

The scalar field φ will acquire a vacuum expectation value at the stationary point of

the Lagrangian

〈φ〉†〈φ〉 ≡ v2 =
µ2

λ
. (1.46)

We can always perform an SU(2)⊗U(1) gauge transformation so that φ+ = 0 and φ0

is Hermitian. We can assume the field φ acquires a vacuum expectation value (VEV)

of the form

〈φ〉 =

 0

v

 . (1.47)

We can expand the Lagrangian (1.44) about the VEV (1.47). Decompose the Higgs

field φ as

φ =

 0

v +H

 (1.48)

where H is a real scalar field. We assign the Higgs field a hypercharge +1/2 (or

equivalently we assume the Higgs field is neutral). The Lagrangian (1.44) becomes

Lφ =
1

2
|{∂µH + ig(v +H)T aAaµ − ig′

1

2
(v +H)Bµ}

 0

1

 |2
+µ2(v +H)2 − λ

2
(v +H)4

=
1

2
(∂µH)(∂µH)− 1

2
(2λv2)H2 +

1

2
(
gv

2
)2W+µW+†

µ

+
1

2
(
gv

2
)2W−µW−†

µ +
1

2
(
v
√
g2 + g′2

2
)2Z0µZ0

µ + · · · (1.49)

which implies:
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• H survives as a physical particle, called the Higgs particle, with mass given by

mH =
√

2λv. (1.50)

• W± now acquire mass:

mW± =
gv

2
. (1.51)

• Z0 acquires mass:

mZ0 =

√
g2 + g′2

2
v. (1.52)

From Eqs.(1.35), (1.51) and (1.52), we find that

(
mW

mZ

)2

= cos2 θW . (1.53)

The coefficient in the second term in Heff of Eq.(1.41) now becomes

g2

8m2
Z cos2 θW

=
g2

8m2
W [m2

Z/m
2
W cos2 θW ]

=
GF

2
. (1.54)

That is, in the effective four-point interaction described by Heff , the charged and

neutral currents have the same strength; i.e.,

Heff =
GF√

2
(2Jµ+

W J−Wµ + h.c. + JµZJZµ). (1.55)

In order to write the Fermion mass terms, we must now make some assumption

about the mechanism of symmetry breaking. We want this mechanism to give masses

not only to the W± and Z0, but to the electron as well. The only way that this is

possible in a renormalizable weakly-coupled theory is to have a scalar field coupled

without derivatives to l̄R and lL (and also l̄L and lR). Then the SU(2)L ⊗ U(1)

invariance requires that the scalar be an SU(2)L doublet. We thus assume a “Yukawa”
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coupling

Lφe = −fe

 νe

e


L

 φ+

φ0

 eR + h.c. (1.56)

If we replace φ in this expression by its vacuum expectation value (1.47), we obtain

Lφe = −fevēLeR + h.c. (1.57)

This is a mass term for the electron and it couples the right-handed electron to the

left-handed electron. The size of the mass is set by the vacuum expectation value of

φ, rescaled by the new dimensionless coupling

me = fev. (1.58)

The neutrino does not have a similar term to the electron as there is no νR singlet

in the Standard Model. Therefore, according to the Standard Model, neutrinos must

be massless. However, the neutrino oscillation experiments have provided compelling

evidence that neutrinos do have mass. The Standard Model has to be extended in

order to accommodate neutrino mass.

1.3 Massive Neutrinos

The Standard Model itself is based on the gauge group SU(2)L ⊗ U(1)Y . But this

fixes only the gauge bosons of the model. The fermions and Higgs contents have to be

chosen somewhat arbitrarily. In the Standard Model, these choices are made in such

a way that the neutrinos are massless. However, even with the same gauge group as

the Standard Model, one can conjecture extra fermions or Higgs bosons in the model

so that the model predicts massive neutrinos. In this section, we will start with the

discussion of Dirac and Majorana masses and then introduce the Seesaw Mechanism
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and neutrino mixing.

1.3.1 Dirac and Majorana Masses

The Standard Model contains left and right chiral projections of all fermions except

the neutrinos. To extend the Standard Model in order to accommodate a nonzero

neutrino mass, we add right-handed neutral fields νRl corresponding to each charged

lepton l. They are assumed to be SU(2)L singlets. Their hypercharge Y is 0 according

to Eq.(1.32). We can couple the right-handed singlets to the left-handed doublets and

Higgs doublets through the Yukawa coupling

−Lφν = fνψ̄lLφνR + h.c. (1.59)

If we replace φ by its vacuum expectation value v, we obtain the following mass term

−LD = fνvν̄LνR + h.c.

≡ mDν̄LνR + h.c. (1.60)

This mass term is called a Dirac mass term and is constructed out of a chirally left-

handed neutrino field νL and a chirally right-handed one νR. The neutrino mass

is

mD = fνv, (1.61)

which is set by the vacuum expectation value of φ and a new dimensionless coupling

constant fν . The problem with this model is that it provides no answer to the

question about the lightness of neutrinos, namely why fνe is so much smaller than fe

even though νe and e are in the same leptonic generation.

We can also construct mass terms out of νL alone or νR alone [31]. These mass
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terms are called Majorana mass terms. We can have the “left-handed Majorana mass”

−LML = −mL

2
(νL)CνL + h.c., (1.62)

or we can have the “right-handed Majorana mass”

−LMR = −mR

2
(νR)CνR + h.c. . (1.63)

In these expressions, mL and mR are mass parameters, and for any field ψ, ψC is

the corresponding charge-conjugate field. In terms of ψ, ψC = Cψ̄T , where C is

the charge conjugation matrix, and T denotes transposition. ψC represents the anti-

particle field of ψ. In the Dirac bases C = γ2 (up to an arbitrary phase). Note (νL)C

is a right-handed neutrino field and (νR)C is a left-handed neutrino field.

A Dirac mass term turns a neutrino into a neutrino, or an antineutrino into an

antineutrino, while a Majorana mass term converts a neutrino into an antineutrino, or

vice versa. Thus, Dirac mass terms conserve the lepton number L that distinguishes

leptons from antileptons, while Majorana mass terms do not. The quantum number

L is also conserved by the Standard Model couplings of neutrinos to other particles.

Thus, if we assume that the interactions between neutrinos and other particles are

well described by these Standard Model couplings then any L nonconservation that

we might observe in neutrino experiments would have to arise from Majorana mass

terms, not from interactions.

An electrically charged fermion such as a quark cannot have a Majorana mass

term, because such a term would convert it into an antiquark, in violation of electric

charge conservation. However, for the electrically neutral neutrinos, Majorana mass

terms are not only allowed but rather likely, given that the neutrinos are now known

to be particles with mass.
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1.3.2 Seesaw Mechanism and Neutrino Mixing

Suppose that a neutrino has a Dirac mass, as the quarks and charged leptons do, and

also a right-handed Majorana mass. Then its total mass term Lmν is

−Lmν = mDνLνR +
1

2
mR(νR)CνR + h.c. (1.64)

where mD is a Dirac mass, and mR is a Majorana mass. We define

ν ≡

 νL

νCR

 (1.65)

where νCR ≡ (νR)C is a left-handed field. Eq.(1.64) can be rewritten as

−Lmν =
1

2
νCMν + h.c., (1.66)

where

M =

 0 mD

mD mR

 (1.67)

and mD and mR are simply numbers. Here, we have used the identity

(νL)CmD(νR)C = νLmDνR. (1.68)

M is referred to as the neutrino mass matrix. For the sake of simplicity, let us assume

that both mD and mR are real and mR > 0. Now choose an orthogonal matrix

O =

 cos θ − sin θ

sin θ cos θ

 (1.69)
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with

tan 2θ = 2mD/mR. (1.70)

Then

OMOT =

 −m1 0

0 m2

 (1.71)

where

m1,2 =
1

2
(
√
m2
R + 4m2

D ∓mR). (1.72)

The elements of the diagonal matrix in Eq.(1.71) are not all non-negative and therefore

cannot be interpreted as the masses of physical fields. But there is a work-around.

Let us diagonalize the mass matrix (1.67) with the following unitary matrix

U = KO =

 i 0

0 1

 cos θ − sin θ

sin θ cos θ

 . (1.73)

We now have

UMUT =

 m1 0

0 m2

 . (1.74)

To recast Lmν in terms of mass eigenfields, we define the two-component column

vector νL by

ν ′L ≡ (UT )−1

 νL

νCR

 . (1.75)

The column-vector field νL is chirally left-handed, since the charge conjugate of a

field with a given chirality always has the opposite chirality. We then define the

two-component field ν, with components ν1 and ν2, by

ν ′ ≡ ν ′L + (ν ′L)C ≡

 ν1

ν2

 . (1.76)
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To write down ν1 and ν2 explicitly

ν1 = i cos θ(νCL − νL) + i cos θ(νCR − νR)

ν2 = sin θ(νL + νCL ) + cos θ(νR + νCR ). (1.77)

Since (νCL )C = νL, (ν
C
R )C = νR, this immediately proves

νC1 = −ν1, ν
C
2 = ν2, (1.78)

which implies that ν1 and ν2 are their own anti-particles, or equivalently, they are

self-conjugate particles.

There are three (Weyl, Dirac and Majorana) types of spin-half fermion fields.

Massless fermions are Weyl particles. Massive spin-half objects can be of either Dirac

or Majorana type. Fermions that are distinct from their anti-particles are known as

Dirac particles. Ferminos that are identical to their own anti-particles are known

as Majorana particles. All charged fermions are Dirac particles as a consequence of

the electric charge conservation. Conservation of the lepton number is decidedly less

fundamental than the electric charge conservation. Without lepton number conser-

vation, neutrinos do not hold any additive internal “charge” and can be identical to

their own anti-particles. So the neutrinos can be Majorana particles. The eigenstates

of the combined Dirac-Majorana mass term Lmν are Majorana neutrinos (ν1 and ν2).

For N generations, one obtains 2N Majorana particles in general. The mass terms

can be rewritten as

−Lmν =
1

2
m1ν1Lν1R +

1

2
m2ν2Lν2R + h.c. =

1

2
m1ν1ν1 +

1

2
m2ν2ν2 (1.79)
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The masses of neutrinos ν1 and ν2 are m1 and m2, respectively2. It is natural to sup-

pose that the Dirac mass mD of our neutrino is of the same order of magnitude as the

Dirac masses of the lightest quarks and charged leptons, since in the Standard Model

all of these Dirac masses arise from couplings to the same Higgs field. Furthermore,

nothing in the Standard Model requires the right-handed Majorana mass mR to be

small. If this mass is large: mR � mD, we have

m1 ' m2
D/mR and m2 ' mR. (1.80)

Thus if mR � mD, it follows that m1 � mD, which means that the neutrino is much

lighter than the charged fermions. If we identify ν1 as one of the light neutrinos, we

have an elegant explanation of why it is so light. Of course , there is another neutrino

whose mass, mR is much larger than the charged fermion masses. This mechanism of

making one particle light at the expense of making another one heavy is called the

see-saw mechanism. Interestingly, if mR is just a bit below the grand unification scale,

say mR ∼ 1015 GeV, and mD ∼ mtop ' 175 GeV, then from Eq.(1.80) m1 ∼ 3× 10−2

eV. This is right in the range of neutrino mass suggested by the experiments on

atmospheric neutrino oscillation which we will discuss later in this chapter.

So far, we have analyzed the simplified case in which there is only one light

neutrino and one heavy neutral lepton. The Seesaw Mechanism can be extended to

accommodate three leptonic generations. We skip the details of this analysis and only

discuss the results. We can construct the mass term Lmν with 3 Dirac masses and 3

Majorana masses. By diagonalizing the mass matrix, one gets 3 light neutrinos νLight1,2,3

and 3 heavy neutrinos νHeavy1,2,3 . In neutrino experiments at low energies, it is only the

2The mass term for a Dirac fermion f of mass mf is −mf f̄f . But the mass term for a Majorana
neutrino ν of mass mν is −(1/2)mν ν̄ν [31].
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light neutrinos that play a significant role. From the analogue of Eq.(1.75), we have

νLα =
3∑
i=1

(Uαiν
Light
Li + Vαiν

Heavy
Li ) '

3∑
i=1

Uαiν
Light
Li (1.81)

where α = e, µ, or τ and να is a weak-eigenstate. U and V are two unitary matrices

and V � U is satisfied if the Dirac mass mD is much smaller than the Majorana

mass mR. Denote νi = νLighti for simplicity, we have

να =
3∑
i=1

Uαiνi, (1.82)

which means the weak-eigenstate neutrino field is a linear combination of neutrino

fields with definite masses. This phenomenon is known as neutrino mixing and the

unitary matrix U is known as the leptonic mixing matrix. In discussion of neutrino

oscillations, we start with a flavor (or weak) state, |να〉, produced via weak interac-

tions. Since ν†α contains the creation operator a† which creates |να〉 from the vacuum

state |0〉, we obtain, from Eq.(1.82),

|να〉 =
3∑
i=1

U∗αi|νi〉, (1.83)

which means the weak-eigenstate is a superposition of mass eigenstates.

The charged-current weak interaction in Eq.(1.38) now takes the form

LW =
g√
2
W−
µ

∑
α=e,µ,τ
i=1,2,3

l̄Lαγ
µUαiνLi + h.c. (1.84)

Here we do not take into account the charged leptonic mixing, i.e., we assume the

weak-eigenstate charged lepton is identical to the mass eigenstate. However, even if

charged leptonic mixing does occur, we can still absorb its mixing matrix into the
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matrix U .

What neutrino mixing means may be understood by considering the leptonic de-

cays W+ → νi + l̄α of the W boson. Here, α = e, µ, or τ and να is referred to as the

charged lepton of flavor α. Mixing means that in the W+ decays to the particular

charged lepton l̄α, the accompanying neutrino mass eigenstate is not always the same

νi, but can be any of the different νi (i=1,2,3). The amplitude for W+ decay to

produce the specific combination νi + l̄α is denoted by Uαi.

The evidence for neutrino masses and mixing is the observation that neutrinos

can change from one type, or “flavor”, to another. The change of neutrino flavor, or

neutrino “oscillation” as it is called, is a quantum-mechanical effect. This discussion

of neutrino oscillations in this section follows [33]. Suppose a neutrino να is created

together with a charged lepton l̄α. The neutrino then travels a distance L to a

detector. There, it interacts with a target and produces a second charged lepton lβ

of flavor β. Thus, at the time of its interaction in the detector, the neutrino is a νβ.

If β 6= α, then, during its journey to the detector, the neutrino has morphed from a

να into a νβ. The amplitude of neutrino oscillation is

Amp(να → νβ) =
∑
i

U∗αiProp(νi)Uβi. (1.85)

We now calculate Prop(νi). The propagation of a neutrino νi with a mass mi can be

expressed as a plane wave

|νi(t)〉 = e−i(Eit−piL)|νi(0)〉. (1.86)

where t and L are the time and distance the neutrino travels and Ei and pi are its

energy and momentum. The only components of a neutrino beam that contribute

coherently to a neutrino oscillation signal are components that have the same energy
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[34]. In particular, the different mass eigenstate components of a beam that contribute

coherently to the oscillation signal must have the same energy, E.

At energy E, mass eigenstate νi, with mass mi, has a momentum pi given by

pi =
√
E2 −m2

i ' E − m2
i

2E
. (1.87)

Here, we have used the fact that, given the extreme lightness of neutrinos, m2
i � E2

for any realistic energy E. We can see that at energy E the phase in νi(t) is given by

Eit− piL ' E(t− L) +
m2
i

2E
L. (1.88)

In this expression, the phase E(t − L) is irrelevant since it is common to all the

interfering mass eigenstates. Thus we may take

Prop(νi) = e−im
2
i
L
2E . (1.89)

Using this result, the amplitude for a neutrino to change from a να into a νβ while

traveling a distance L through vacuum with energy E is given by

Amp(να → νβ) =
∑
i

U∗αie
−im2

i
L
2EUβi. (1.90)

This expression holds for any number of flavors and mass eigenstates. Squaring it,

we find that the probability P(να → νβ) for να → νβ is given by

P(να → νβ) = |Amp(να → νβ)|2

= δαβ − 4
∑
i>j

R(U∗αiUβiUαjU
∗
βj) sin2(∆m2

ij

L

4E
)

+2
∑
i>j

I(U∗αiUβiUαjU
∗
βj) sin(∆m2

ij

L

2E
) (1.91)
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where

∆m2
ij = m2

i −m2
j . (1.92)

A common parametrization of U in terms of mixing angles and phases is

U =


1 0 0

0 c23 s23

0 −s23 c23

×


c13 0 s13e
−iδ

0 1 0

−s13e
iδ 0 c13

×


c12 s12 0

−s12 c12 0

0 0 1

×

eiα1/2 0 0

0 eiα2/2 0

0 0 1



=


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13

×

eiα1/2 0 0

0 eiα2/2 0

0 0 1

 (1.93)

Here, cij ≡ cos θij and sij ≡ sin θij, where θ12, θ13, and θ23 are the three mixing

angles, and δ, α1, and α2 are the three CP-violating phases. The phase δ is referred

to as a Dirac phase where the phases α1 and α2 are known as Majorana phases.

This matrix is sometimes referred to as the Maki-Nakagawa-Sakata matrix, or as the

Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, in recognition of the pioneering

contributions of these physicists to the physics of mixing and oscillation [35, 36].

An important special case is the case where only two different neutrinos are im-

portant. The two-neutrino approximation is a fairly accurate description of a number

of experiments. Suppose that only two mass eigenstates, which we shall call ν1 and

ν2, and two corresponding flavor states, which we shall call να and νβ are significant.

The phase factors then can be shown to have no effect on oscillations. The mixing

matrix U takes the simple form

U =

 cos θ sin θ

− sin θ cos θ

 . (1.94)



1.3. MASSIVE NEUTRINOS 31

For β 6= α, the neutrino oscillation probability is

P(να → νβ) = sin2 2θ sin2(∆m2 L

4E
) (1.95)

where ∆m2 ≡ m2
1 − m2

2. In addition, the probability that the neutrino does not

change flavor is, as usual, unity minus the probability that it does change flavor.

If neutrinos pass through enough matter between their source and a target detec-

tor, then their coherent forward scattering from particles in the matter can signifi-

cantly modify their oscillation pattern. Flavor change in matter that grows out of an

interplay between flavor-nonchanging neutrino-matter interactions and neutrino mass

and mixing is known as the Mikheyev-Smirnov-Wolfenstein (MSW) effect [80, 81, 82].

Matter is composed of nucleons (or quarks) and electrons. The contribution of

nucleons (or quarks) to the forward scattering amplitude is described by the neutral

current (Z0 exchange); it is identical for all neutrino flavors thus it has no effect on the

neutrino oscillations. For electrons the situation is different; the electron neutrinos

interact with electrons via both the neutral current and the charged current (W+

exchange). All other neutrino flavors interact only via the neutral current, so their

interaction is different in magnitude than that of the electron neutrinos. Coherent

forward scattering by electrons via W exchange gives rise to an extra interaction

potential energy V possessed by electron neutrinos in matter. From the Standard

Model, we find that

V = +
√

2GFNe, (1.96)

where GF is the Fermi coupling constant and Ne is the number of electrons per unit

volume. This interaction potential energy changes sign if we replace the νe in the

beam by ν̄e. This potential gives rise to an effective mixing and mass matrix. The

MSW effect has a significant impact on the oscillations of solar neutrinos. High

energy (>5 MeV) electron neutrinos (e.g. 7Be neutrinos) produced in the core of the
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sun leave its surface as almost pure mass eigenstate ν2. This is an effect of neutrino

adiabatic propagation through the high electron density in the sun3. Also, there

will be an asymmetry between antineutrino oscillation and neutrino oscillation that

is induced by matter effects. This asymmetry has nothing to do with genuine CP

violation, and will have to be disentangled from the antineutrino-neutrino asymmetry

that does come from genuine CP violation in order for us to be able to study the latter

phenomenon. This antineutrino-neutrino asymmetry coming from matter effects can

be utilized to understand the neutrino mass hierarchy. The neutrino mass hierarchy

will be discussed in the next section.

1.4 Neutrino Experiments

Neutrinos have been a focus of experimental effort over the last decade [37]. The

theoretical framework with which we describe the three known neutrinos has crystal-

lized. The three neutrino mass eigenstates, conventionally known as ν1, ν2, and ν3

are related to the three flavor eigenstates νe, νµ, and ντ by a unitary matrix that can

be conveniently broken into four parts. The mixing matrix is shown in Eq.(1.93).

Fig.1.1 shows graphicaly what we have learned so far about the neutrino masses

from neutrino oscillation experiments. The overall mass scale is still unknown, but

the lightest neutrino is constrained by tritium beta decay measurements to be less

than about 2.2 eV. ν1 is defined as the mass eigenstate with the most νe in it and ν3 is

defined as the mass eigenstate with the least νe in it. The solar neutrino experiments

and the KamLand reactor experiment measure the squared mass difference between

the 1 and 2 mass eigenstates to be (7.0− 9.1)× 10−5 eV2. The atmospheric neutrino

measurements and long baseline experiments constrain the squared mass difference

between the 2 and 3 mass eigenstates to be (1.9 − 2.98) × 10−3 eV2. Both are 3σ

3Note neutrino oscillations are dominated by vacuum oscillations at low energies (<2 MeV). A
smooth transition is expected between the two different regimes
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Figure 1.1: The two possible mass hierarchies for the three known neutrino flavors.
Plot taken from [37].

ranges. The mass of ν2 is larger than the ν1 (m2
2 > m2

1), which is determined from

the Mikheyev-Smirnov-Wolfenstein (MSW) large mixing angle (LMA) solution to the

solar neutrino problem. It is not determined, however, whether the mass of ν3 is

larger or smaller than the ν1 and ν2 masses. These two scenarios are referred to as

the normal hierarchy and inverted hierarchy respectively.

In this section, we will discuss experiments that measure the neutrino mixing

angles and mass splittings in different sectors, i.e. the 12 Sector, the 23 Sector, the

13 Sector and the Mass Sector.

1.4.1 The Solar Neutrino Problem

The 12 Sector of neutrino mixing matrix comprises the mixing angle θ12 and the

squared mass difference ∆m2
12 between ν2 and ν1. There are two types of experiments

that have probed this sector: solar neutrino measurements and long baseline anti-

neutrino experiments.

For almost 30 years, the Homestake Solar Neutrino Experiment in the Homestake
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Gold Mine in South Dakota attempted to measure neutrino fluxes from space; in

particular, this experiment has been gathering information on solar neutrino fluxes.

The results of this experiment have been checked against predictions made by stan-

dard solar models and it has been discovered that only one-third of the expected

solar neutrino flux has been detected [38]. This discrepancy is known as the “So-

lar Neutrino Problem”. Several other experiments, including Kamiokande II [39],

Super-Kamiokande [41], GALLEX [42], SAGE [43], GNO [44], and Borexino [45],

have noticed a definite neutrino shortfall. The measurements of solar neutrinos cul-

minated in the Sudbury Neutrino Observatory (SNO) which used the deuterium in

heavy water as a target for solar neutrinos. This enabled a measurement of both the

electron neutrino flux through Charged Current interactions and the flux of all active

neutrino flavors through Neutral Current interactions. Fig.1.2 summarizes the set of

measurements from SNO and Super-K [40]. It plots the measured flux of electron

neutrinos against the measured flux of muon and tau neutrinos. SNO finds that

φ(νe)

φ(νe) + φ(νµ,τ )
= 0.340± 0.023(stat)+0.029

−0.031(syst). (1.97)

The conclusion is that the electron flavor neutrinos are oscillating into muon or tau

neutrinos. The SNO measurement directly demonstrated neutrino oscillations in solar

neutrinos. The results of the SNO experiment put the “Solar Neutrino Problem” to

rest and, along with the KamLand reactor neutrino experiment, enable precision

measurement of the 12 Sector parameters.

The KamLAND experiment is a reactor neutrino experiment which uses a 1 kiloton

liquid scintillator detector located in the Kamioka mine in central Japan. Most of

the ν̄e flux incident at KamLAND comes from nuclear plants at distance of 80 -

350 km from the detector, making the average baseline of about 180 kilometers. By

measuring reactor ν̄e’s, this experiment provided a sensitive probe of the solar neutrino
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Figure 1.2: The SNO and Super-K results expressed as a measurement of the flux of
µ + τ neutrinos versus the flux of electron neutrinos. Plot taken from [40].

oscillations. The survival probability of electron neutrinos is

P (ν̄e → ν̄e) ≈ 1− sin2 2θ12 sin2(1.27∆m2
12L/Eν) . (1.98)

The KamLAND collaboration has for the first time measured the disappearance of

neutrinos traveling to a detector from a power reactor. They observe a strong evidence

for the disappearance of neutrinos during their flight over such distances, giving the

first terrestrial confirmation of the solar neutrino anomaly and also establishing the

oscillation hypothesis with man-produced neutrinos. Fig.1.3 shows the combined

result of the KamLAND measurement and the solar neutrino experiments [46]. The

combined analysis gives the 1σ ranges [40]:

∆m2
solar = 8.0+0.4

−0.3 × 10−5eV2, θsolar = 33.9+1.6
−1.6 degrees. (1.99)
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Figure 1.3: (a) Neutrino oscillation parameter allowed region from KamLAND anti-
neutrino data (shaded regions) and solar neutrino experiments (lines). (b) Result of
a combined two-neutrino oscillation analysis of KamLAND and the observed solar
neutrino fluxes under the assumption of CPT invariance. Plot taken from [46].

1.4.2 The Atmospheric Neutrino Anomaly

The 23 Sector of neutrino mixing matrix comprises the mixing angle θ23 and the

squared mass difference ∆m2
32 between ν3 and ν2. Measurements of muon neutrino

survival probability probe this sector

P (νµ → νµ) ≈ 1− sin2 2θ23 sin2(1.27∆m2
32L/Eν) . (1.100)

There are two types of experiments that are sensitive to those oscillation parameters:

experiments measuring the neutrinos produced when cosmic rays hit the atmosphere

and experiments located several hundred kilometers from an accelerator source of

muon neutrinos.

Atmospheric neutrinos are produced in the collision of primary cosmic rays (typi-

cally protons) with nuclei in the upper atmosphere. This creates a shower of hadrons,

mostly pions. The principal sources of neutrinos are decays of pions, kaons, and



1.4. NEUTRINO EXPERIMENTS 37

muons. The decay chain from pions is

π± → µ± + νµ(ν̄µ) (1.101)

µ± → e± + νe(ν̄e) + ν̄µ(νµ), (1.102)

with a similar chain for charged kaons. In the low-energy limit where all particles

decay we therefore expect

νµ + ν̄µ ≈ 2(νe + ν̄e). (1.103)

At high energies the muon decay path becomes larger than the thickness of the at-

mosphere. In the high-energy limit muon decay no longer contributes and the main

contribution to the flux of electron neutrinos is from decay of neutral kaons. The

ratio of muon neutrinos to electron neutrinos is larger than 2. At very low energies

the ratio of neutrino flavors approaches 1. This again is a consequence of kinemat-

ics: the Michel spectrum for neutrinos from muon decay, when transformed into the

laboratory, peaks at Eν = 0. Thus the very-low-energy neutrinos come preferentially

from muon decay, giving a ratio near one [23].

In 1985, two experiments in deep mines, one in the United States called IMB [24]

and one in Japan called Kamiokande [25], observed a deficit in the number of muon

neutrinos created in the atmosphere with respect to the number of electron neutrinos.

This deficit became known as the “Atmospheric Neutrino Anomaly”. Since then,

several experiments measured the ratio of muon-like neutrino events to electron-like

neutrino events, divided by their respective Monte Carlo simulation value:

R′ =
(νµ/νe)data
(νµ/νe)MC

. (1.104)

Their results are summarized in Fig.1.4. The Kamiokande, IMB and Super-Kamiokande

experiments are based on the water Cerenkov technique, while FREJUS, NUSEX, and
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SOUDAN have ionisation-based tracking detectors. The ratios are consistently below

1 except for FREJUS and NUSEX which had large error bars.

Sub-GeV
Multi-GeV

Sup
er
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No osc.
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'

Figure 1.4: Ratio of muon-like neutrino events to electron-like neutrino events, divided
by their respective Monte Carlo simulation value. Plot taken from [49].

In 1996, Super-Kamiokande (Super-K) was completed and began taking data.

Super-K is a 50 kiloton water Cerenkov detector located at a depth of 2700 meters

water equivalent in the Kamioka Mozumi mine in Japan. It supersedes its predecessors

(IMB and Kamiokande) both in size and resolution and began detecting atmospheric

neutrinos at much higher rates. In 1998, after analyzing more than 500 days of data,

the experimentalists at Super-K announced that the atmospheric neutrino anomaly

was not a statistical aberration and is consistent with two-flavor neutrino oscillations

[50].

Super-K measured the zenith angle distributions of µ-like and e-like events. Fig.1.5

shows the relation between zenith angle and the distance traveled by atmospheric

neutrinos. Fig.1.6 shows the zenith angle distribution of µ-like and e-like events

for sub-GeV and multi-GeV data sets. Upward-going particles have cos Θ < 0 and

downward-going particles have cos Θ > 0. The conclusion is that the deficit in muon

neutrinos is mostly due to the upward traveling ones. Oscillations easily explain this:
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the muon neutrinos raining down on the mine do not have sufficient time to oscillate

while those traveling through the Earth do. Detailed Super-K atmospheric neutrino

data are very well described by the hypothesis that the oscillation is dominated by

νµ → ντ conversion, and that it is a quasi-two-neutrino oscillation with a splitting

∆m2
atm and a mixing angle θatm that, at 90% CL, are in the ranges [53]

sin2 2θatm > 0.92 and 1.5× 10−3 < ∆m2
atm < 3.4× 10−3eV2. (1.105)

In the three-flavor neutrino mixing, θatm ≈ θ23 and ∆m2
atm ≈ |∆m

2
32|. For θ23 there is

an ambiguity corresponding to θ23 ↔ π/2−θ23. Matter effects in future long-baseline

experiments will resolve this. The often used parameter sin2(2θ23) is blind to this

ambiguity.

In 2004, the Super-K collaboration presented a new analysis of their data where

they used a selected sample of events with good resolution in L/E [54]. A dip in the

L/E distribution was observed around L/E = 500 km/GeV, as shown in Fig.(1.7).

This provided the first direct evidence that the neutrino survival probability obeys

the sinusoidal function as predicted by neutrino flavor oscillations. The 90% C.L.

allowed parameter region was obtained as

sin2 2θatm > 0.90 and 1.9× 10−3 < ∆m2
atm < 3.0× 10−3eV2. (1.106)

This result is consistent with that of the oscillation analysis using zenith angle dis-

tributions [53].

The oscillation interpretation of the atmospheric neutrino data has received sup-

port from the KEK to Kamioka (K2K) long-baseline experiment. This experiment

produces a beam of muon neutrinos with mean energy ∼1.3 GeV at the KEK acceler-

ator laboratory. These neutrinos are aimed at the Super-K detector in Kamioka, 250
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Figure 1.5: A sketch showing the rela-
tion between zenith angle and the dis-
tance traveled by atmospheric neutrinos
(plot taken from [51]). cos θ < 0 repre-
sents upward-going particles and cos θ > 0
represents downward-going particles. The
flight path of atmosphere neutrinos from
production to detector extends from ∼ 10
km to 12,000 km.

0

200

400

600

-0.8 -0.4 0 0.4 0.8
0

200

-0.8 -0.4 0 0.4 0.8

sub-GeV e-like sub-GeV µ-like

multi-GeV e-like

cosΘ

multi-GeV µ-like + PC

cosΘ

Figure 1.6: Zenith angle distributions of
µ-like and e-like events for sub-GeV and
multi-GeV data sets. Upward-going parti-
cles have cos Θ < 0 and downward-going
particles have cos Θ > 0. The bars show
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Plots taken from [52].



1.4. NEUTRINO EXPERIMENTS 41

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

1 10 10
2

10
3

10
4

L/E (km/GeV)

D
at

a/
P

re
di

ct
io

n 
(n

ul
l o

sc
.)

Figure 1.7: Ratio of the data to the MC events without neutrino oscillation (points)
as a function of the reconstructed L/E together with the best-fit expectation for 2-
flavor νµ → ντ oscillations (solid line). Also shown are the best-fit expectation for
neutrino decay (dashed line) and neutrino decoherence (dotted line). Plot taken from
[54].
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km away. The K2K experiment reported that after achieving 8.9× 1019 protons-on-

target (about four and a half years) the expected number of events occurring in the

fiducial volume of Super-K detector is 151+12
−10(syst.). However, only 107 events were

observed [55]. In addition, the spectrum of νµ events observed in Super-K detector

was distorted relative to the no-oscillation spectrum. The anomalously small number

of events and spectral distortion seen by K2K experiment are consistent with a neu-

trino oscillation interpretation, with parameters ∆m2
atm and θatm compatible with

those that fit the atmospheric neutrino data.

The MINOS (Main Injector Neutrino Oscillation Search) is another long-baseline

neutrino experiment similar in concept to K2K. This experiment uses a high-intensity

muon neutrino beam generated at the Fermi National Accelerator Laboratory (Fer-

milab). The neutrino beam with maximal flux at around 3GeV is directed toward the

Soudan Mine 735 km away in northern Minnesota. The MINOS experiment consists

of two detectors, a 0.98 kton Near Detector (ND) at Fermilab and a 54 kton Far

Detector (FD) at Soudan Mine. Compared to K2K, the MINOS experiment uses a

three times longer distance, and the intensity and the energy of the MINOS neutrino

beam are higher than the K2K beam. The MINOS experiment reported that based

on a two-year exposure to the neutrinos from the Fermilab accelerator (3.21 × 1020

protons-on-target), the expected number of events occurring in the fiducial volume

of FD is 1065 ± 60(syst.). However, only 848 events were observed. By fitting the

spectrum of νµ events in FD with the neutrino oscillation hypothesis, the MINOS ex-

periment achieved the most precise measurement of the mass splitting ∆m2
atm. The

MINOS data also disfavor alternative explanations for the disappearance of neutrinos

in flight, such as neutrino decays into lighter particles or quantum decoherence of

neutrinos, at the 3.7 and 5.7 standard deviation levels, respectively. Details of the

MINOS experiment will be discussed in the next chapter. The latest MINOS results

on the 23 Sector parameters are shown in Fig.1.8 along with the older results from
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the super-K atmospheric measurements and the K2K experiment. The oscillations

in this sector are consistent with being maximal (i.e. θ23 = 45◦), but the precision

with which θ23 is known is not great. It is an interesting open question how close to

maximal θ23 really is.

The recent MINOS results shown in Fig.1.8 are still statistics limited and , as

MINOS continues to take data over the next few years, it will continue to improve

the constraints on θ23 and ∆m2
32. The upcoming experiments T2K and NOνA are

designed to probe the 13 Sector and are described more fully in the later sections,

but they will also be able to make very precise measurements of the 23 Sector and

probe the issue of how close θ23 comes to being maximal.
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Figure 1.8: The new MINOS best fit point (black point) and the 68% and 90% CL
contours. Overlaid are the 90% CL contours from the Super-K zenith angle [53] and
L/E [54] analyses, and that from the K2K experiment [56]. Plot taken from [59].

If the νµ’s are oscillating away in experiments with GeV energies and baselines
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hundreds of kilometers long then they must be oscillating into tau neutrinos if the

scheme of mixings and masses described earlier is correct. It would be a powerful test

of the scheme to look for these ντ ’s and the OPERA experiment [60] is designed to

do just that. OPERA is a hybrid emulsion and tracking detector that has recently

started taking data in Gran Sasso. It detects neutrinos from the CNGS beam created

at CERN. The baseline is 732 km and the mean neutrino energy is 17 GeV.

1.4.3 The 13 Sector

The 13 Sector comprises the mixing angle θ13 and the phase δ which, if different

from 0 or π, would induce CP violation into the scheme of neutrino oscillations.

Note the squared mass difference ∆m2
31 between ν3 and ν1 is not an independent

parameter and ∆m2
31 = m2

3 −m2
1 = ∆m2

32 + ∆m2
21 ' ∆m2

32 since |∆m2
21| � |∆m2

32|.

Another issue that is often discussed in the context of the 13 Sector is the mass

hierarchy which is the question of whether the masses are ordered with the almost

degenerate doublet ν1 and ν2 higher or lower than the ν3 mass. This is so far the

least understood Sector. There are no constraints of any significance on δ and the

mass hierarchy is unknown. We do have constraints on θ13, however, provided by

experiments measuring electron anti-neutrino disappearance at baselines roughly 1

km from the reactor source. Besides the disappearance of reactor anti-neutrinos, the

13 Sector can also be probed by looking for νµ → νe oscillations using baselines and

energies sensitive to the parameter ∆m2
31.

Sec.1.4.1 described how the KamLAND experiment used reactor anti-neutrinos

and a baseline of order 200 km to measure parameters of the 12 Sector. In this

configuration the L/E is matched to ∆m2
12. By instead measuring the disappearance

of reactor anti-neutrinos at a baseline L of ∼ 1 km one can match the L/E to ∆m2
31

and be sensitive to the parameters of the 13 Sector. The expression for the electron
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anti-neutrino survival probability is then

P (ν̄e → ν̄e) ≈ 1− sin2 2θ13 sin2(1.27∆m2
31L/Eν) . (1.107)

The best measurement to date is the Chooz experiment that operated in France

in the 1990’s [61]. The Chooz experiment detected electron anti-neutrinos with a

liquid scintillation calorimeter located 1.05 km from the reactor core. They found no

evidence for neutrino oscillations in the ν̄e disappearance mode. For ∆m2 equal to

the current MINOS best fit value 2.4 × 10−3eV2, the constraint on θ13 from Chooz

is sin2 2θ13 . 0.15 at 90% CL. Another measurement of the 13 Sector is the Palo

Verde experiment operated in Arizona, USA [62]. This experiment measured the

anti-neutrino flux and spectrum at a distance of about 800 m from the three reactors

of the Palo Verde Nuclear Generating Station using a segmented gadolinium-loaded

scintillation detector. They excluded at 90% CL ν̄e → ν̄x oscillations. They posed a

constraint on the parameter θ13: at the current MINOS best fit point, sin2 2θ13 . 0.24

at 90% CL. Fig.1.9 shows the 90% CL exclusion regions for the Chooz experiment

and the Palo Verde experiment.

It has been reported that the solar and KamLAND data provide a non-trivial

constraint on θ13 especially for lower values of ∆m2
atm, see e.g., Refs. [63, 64, 65].

Fig.1.10 shows the current constraints on the 13 Sector mixing parameters from global

data. The Chooz bound on sin2 θ13 gets quickly weak when ∆m2
atm decreases. Such

loosening in sensitivity is prevented to some extent by solar neutrino and KamLAND

data. The constraint on θ13 from global data is sin2 2θ13 . 0.11 [66].

A new generation of reactor experiments is being constructed in the hope of im-

proving on the Chooz measurement and further constraining the value of θ13, either

limiting it to be even closer to zero or measuring a no-zero value for it. These new

experiments hope to be sensitive to a value of sin2 2θ13 as small as 0.01. To do this
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Figure 1.9: The 90% CL exclusion regions for the Chooz experiment and the Palo
Verde experiment. “Swap” and “Reactor Power” represent two analysis methods used
in the Palo Verde experiment. Plot taken from [62].
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Figure 1.10: Current state of knowledge of the 13 Sector. Plot taken from [66].

they are making several upgrades to the Chooz approach. Most importantly they

are using multiple detectors to cancel systematics. These detectors will be larger, be

located at very high flux reactors, and be exposed to the beam for longer. They will

be underground to reduce the effect of cosmics and be thoroughly calibrated. The

main contenders in this next round are Double Chooz [67], located at the same site

as the original Chooz experiment, the Daya Bay experiment located in China [68],

the Angra experiment located in Brazil [69], and the RENO experiment located in

South Korea [70].

The second way to probe the 13 Sector is by looking for the sub-dominant νµ → νe

oscillations at values of L/E matched to ∆m2
31. This is the focus of my thesis. If

we ignore the matter effect, solar terms, and CP violating phase, the oscillation
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probability is

P (νµ → νe) ≈ sin2 θ23 sin2 2θ13 sin2(1.27∆m2
31L/Eν) . (1.108)

Unlike the ν̄e survival probability Eq.(1.107), the νe appearance probability Eq.(1.108)

depends not only on the parameter θ13, but also on the parameter θ23. Thus measuring

θ13 by search for νµ → νe appearance relies on a good understanding of the mixing

angle θ23. The MINOS experiment is designed to probe the 23 Sector by measuring

the disappearance of νµ events. The recent results of this measurement are shown in

Fig.1.8. MINOS will also be able to improve the current best limit on the neutrino

mixing angle θ13 by searching for an electron neutrino appearance signal in the Far

Detector from the νµ neutrino beam. MINOS may make the first measurement of θ13

with improved proton intensity if θ13 is sufficiently large. More details of the MINOS

νe appearance measurement will be discussed in the later chapters.

A second generation of long baseline accelerator neutrino oscillation experiments

has been proposed. They hope to extend the sensitivity for νe appearance roughly

a factor of 10-20 beyond the CHOOZ limit. The matter effects induced by the long

baseline increase the potential to search for CP-violating phase δ and resolve mass

hierarchy in the neutrino sector. These experiments will make use of an off-axis

beam. By placing the detector slightly off the neutrino beam axis (e.g. 15mrad), the

detector will see a narrow band beam peaked at low energy (e.g. 2GeV). Because

the backgrounds (intrinsic νe and neutral current events) in the νe appearance search

are much broader in energy than the signal, a narrow beam will allow a much better

signal to background ratio than for the MINOS measurement. Other highlights of

these experiments include improved beam intensity, large detectors optimized for νe

detection, and using two detectors to cancel systematics. There are two long baseline

experiments under construction that will probe the 13 Sector, first by searching for a
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non-zero θ13 and if one is found then determining the mass hierarchy and searching

for CP violation. The two experiments are NOνA [71] and T2K [72]. NOνA wil use

the beamline currently used by MINOS, with a new detector being built 810 km away

in far northern Minnesota. T2K will use the existing Super-K detector and the beam

will be sent from the JPARC accelerator lab currently under construction about 250

km away.

1.4.4 The LSND Result and MiniBooNE

The Liquid Scintillator Neutrino Detector (LSND) experiment [73] operated at Los

Alamos National Lab in the 1990’s and produced evidence for ν̄µ → ν̄e oscillations at

the ∆m2 ∼ 1eV2 scale. This ∆m2 scale is incompatible with those of the solar and

atmospheric oscillations, and so requires there be more than 3 neutrinos if all three

are to be interpreted as evidence of neutrino oscillation.

The Mini-Booster Neutrino Experiment (MiniBooNE) was built to test the oscilla-

tion interpretation of the LSND result. The detector is located 540 m from the target

and comprises a spherical tank filled with 800 tons of pure mineral oil (CH2). This

experiment can distinguish electrons from other particles (in particular ν’s and π0’s)

and so test for νµ → νe oscillations. In April 2007 the experiment released its first

results [74]. The experiment found no evidence of neutrino oscillations in its analysis

region above a neutrino energy of 475 MeV, though there was a excess of events found

below this energy and this is currently under investigation. The exclusion plot that

summarizes results from this measurement is shown in Fig.1.11. The MiniBooNE

and LSND results are only compatible at the 2% level if both are interpreted in the

framework of two flavor neutrino oscillations. MiniBooNE is currently taking data in

anti-neutrino mode (where the horn focuses negative particles) and intends to make

a measurement of ν̄e appearance to more fully check the LSND result.
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Figure 1.11: The region of oscillation parameter psace excluded at 90% CL by the
MiniBooNE result. Also shown are the regions allowed by the LSND result at 90%
CL and 95% CL, and the 90% exclusion contours of the KARMEN2 [75] and Bugey
[76] experiments. Plot taken from [74].
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1.4.5 Neutrinoless Double β Decay

In several nuclei with an even number of neutrons and an even number of protons the

extra binding energy produced by the pairing leaves ordinary β decay energetically

forbidden. In such nuclei double beta decay, where two electrons are emitted, is left

as the only viable decay mode. Two neutrino double beta (2νββ) decay has by now

been observed in a number of nuclei, but neutrinoless double beta (0νββ) decay has

yet to be convincingly seen. If observed, 0νββ decay would imply that neutrinos are

Majorana particles. It is expected that the process will be dominated by the diagram

shown in Fig.1.12. In this diagram, one or another of the neutrino mass eigenstates

νi is exchanged between two virtual W bosons to create the outgoing electrons. The

0νββ amplitude is then a coherent sum over the contributions of the different νi. The

Nuclear ProcessNucl Nucl

e-

Uei
W-

νi

e-

Uei
W-

Figure 1.12: Neutrinoless double beta decay. Plot taken from [33].

rate for the process is given by

Γ0ν = G0ν |M0ν |2m2
ββ

mββ = |
∑
i

miU
2
ei| (1.109)

where G0ν is a readily calculable phase space factor and M0ν is the, not so readily

calculable, matrix element for the process. Uei and mi are the mixing matrix elements

and neutrino masses and νe =
∑
i

Ueiνi. The signature for the 0νββ process is a

peak in the measured energy of the pair of electrons at the Q value, where Q is
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generally defined as (initial energy) - (mass of all particles in the final state except

the neutrinos).

1.4.6 Kinematic tests for ν masses

There are tests on processes which are allowed in the Standard model even with

mν = 0. We can take any such known process involving neutrinos in the final state

and then calculate the rate as a function of neutrino mass. We then try to see whether

the observed rate differs significantly from the calculated rate with mν = 0. Here are

some exaples.

• Nuclear β-decay: One can look at the beta spectrum in (Z,A)→ (Z + 1, A) +

e−+ν̄e (Kurie plot) or corresponding positron decay. The shape of the curve can

be calculated assuming mνe = 0. If, however the mass is not zero, the observed

count will fall short of the calculated one as the electron energy approaches the

total decay energy E0 = Mi − Mf , where Mi and Mf are the masses of the

initial atom and the final ion. The fraction of decays when the electron energy

is close to E0 becomes rapidly smaller for beta decays with higher Q values. It is

therefor, imperative to select a candidate with low Q. A good candidate should

also have a short lifetime, which means atoms decay more rapidly, making more

data available. Tritium is a perfect source by both of these measures: it has

a reasonably short lifetime (12.4 years) and has very low Q value (18.6 keV).

Additionally, its molecular structure is simple enough that the energy spectrum

of the decay electrons can be calculated with confidence.

• Pion decay: One can look for the muon energy in π+ → µ+νµ (or its charge

conjugate decay). Obviously this energy depends on the νµ mass.

• Tau decay: There are various decay modes of the tau. One can use the kine-

matics of the final state to find the mass of the ντ .
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Direct Kinematic tests [77, 78, 79] have yielded the results

mνe < 2.2 eV (95% CL, from 3H→3 He + e− + ν̄e),

mνµ < 170 keV (90% CL, from π+ → µ+ + νµ),

mντ < 15.5 MeV (95% CL, from τ → 5π + ντ ).

Strictly speaking, these experiments do not measure mνe , mνµ , or mντ , which are

not the neutrino mass eigenstates. Instead they measure some mixture ofm1 ≡ m(ν1),

m2, and m3.

1.4.7 Summary

Table 1.2 summarizes the current state of knowledge of the neutrino parameters.

Parameter Best-fit value Range
∆m2

21 8.0× 10−5eV2 (7.7− 8.4)× 10−5eV2 (±1σ)
|∆m2

31| 2.43× 10−3eV2 (2.30− 2.56)× 10−3eV2 (±1σ)
θ12 33.9◦ 32.3◦ − 35.5◦ (±1σ)
θ13 unknown 0◦ − 11.4◦ (90% C.L.)
θ23 45◦ 36.8◦ − 53.2◦ (90% C.L.)
δCP unknown

mlightest unknown 0-2.2eV (95% C.L.)

Hierarchy unknown
Dirac or Majorana unknown

Table 1.2: The current state of knowledge of the neutrino parameters.

Ignoring the phases and assuming θ13 = 0, the “best-fit PMNS matrix” reads:

UBF
PMNS =


0.83 0.56 0

−0.39 0.59 0.71

0.39 −0.59 0.71

 (1.110)
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The data can be well fitted by the tri-bimaximal mixing of the form:

UTB =


√

2
3

1√
3

0

− 1√
6

1√
3

1√
2

1√
6
− 1√

3
1√
2

 ≈


0.82 0.58 0

−0.41 0.58 0.71

0.41 −0.58 0.71

 (1.111)

The above tri-bimaximal mixing has θ12 = sin−1(1/
√

3) = 35.2◦, θ23 = 45◦, and

θ13 = 0. The tri-bimaximal form for the mixing matrix (up to a trivial sign re-

arrangement) was first proposed by Harrison, Perkins and Scott [83] and further

studies by authors in [84]. Many theoretical efforts have been made to produce such

a mixing pattern.



Chapter 2

The MINOS Experiment

The Main Injector Neutrino Oscillation Search (MINOS) is a long-baseline neutrino

oscillation experiment that performs precision measurements of the neutrino oscilla-

tion parameters in the “atmospheric neutrino” sector. The neutrinos are produced by

the Neutrinos at the Main Injector (NuMI) facility at the Fermi National Accelerator

Laboratory (Fermilab). MINOS measures neutrino interactions with a Near Detec-

tor at Fermilab and again 735 km downstream with a Far Detector in the Soudan

Underground Laboratory in northern Minnesota. The two detectors are magnetized

steel-scintillator tracking calorimeters. Comparison of the neutrino energy spectra

and flavor composition of the beam at the two detectors will allow measurement of

neutrino oscillation parameters. In this chapter, I will start with an introduction to

the Fermilab accelerator. Then I will describe the neutrino production in the NuMI

beamline and discuss the details of the MINOS detectors, which are steel-scintillator

sampling calorimeters. In the end I will briefly discuss the physics reach of the MINOS

experiment.

55
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2.1 The Fermilab Accelerator

The NuMI neutrino beam is created at Fermilab using 120 GeV protons from the

Main Injector. Fig.2.1 shows the schematic drawing of the Fermilab accelerators. The

process of particle acceleration at Fermilab begins with a small bottle of hydrogen

located in the electrostatic Preaccelerator. Fermilab’s Preaccelerator is based on the

Cockcroft-Walton design. It produces H− ion 1 with an energy of 750 keV. The H−

ions travel through the Linac, the LINear ACcelerator. The Linac accelerates the

ions to 400 MeV and sends them to the Booster. The Booster takes 400 MeV H− ions

from the Linac, strips the electrons off, accelerates the remaining protons to 8 GeV,

and then sends them to the Main Injector. The Main Injector (MI) can accelerate

the particles all the way up to 150 GeV. The NuMI beamline uses 120 GeV protons

from the Main Injector to produce a high intensity νµ beam.

The Fermilab Booster is a rapid-cycling, 15 Hz, alternating gradient synchrotron

with a radius of 75.47 meters. It accelerates protons from a kinetic energy of 400 MeV

to 8 GeV, using 17 RF cavities with frequency that slews from 37.8 MHz at injection

to 52.8 MHz at extraction to match the MI frequency. Typically, the injection process

lasts for ten Booster turns, resulting in a total average current of 420 mA. The injected

beam is a stream of bunches equally spaced at the linac RF frequency of 201.2 MHz.

The Booster batch size is roughly 5× 1012 protons per batch.

The Main Injector is another synchrotron with a radius of 528.30 meters, and its

acceleration cycle is 2.2 s. It accepts 8 GeV protons from Booster and accelerates

protons to 120 GeV or 150 GeV. Fig.2.2 shows the injection of the Booster batches

in the Main Injector as a function of time. The total Main Injector cycle is composed

of three parts: injection, acceleration, and resetting.

• Injection time is proportional to the number of Booster batches involved. In

1Hydrogen consists of a proton and an electron. The H− ion has an extra electron added.
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Figure 2.1: The Fermilab accelerators. Those used in generation of the NuMI beam
are the Linac, Booster, and Main Injector. Plot taken from [85].

our highest intensity cycles, we presently have 11 Booster batches, coming at

15 Hz for a total of roughly 0.7 s.

• Acceleration is a mostly fixed time. For MINOS it takes approximately 0.7 s.

At the end of acceleration there is extraction, but that takes a negligible period

of time.

• After extraction, the Main Injector magnets must be ramped down to the field

for 8 GeV.

Presently, the sum of the above processes takes 2.2 s for 11-batch injection. Most

frequently, the Main Injector accepts 8 GeV protons from Booster and accelerates

protons to 120 GeV, and then sends them to the Pbar target, which yields 8 GeV

antiprotons, or to the NuMI target, which produces neutrinos for the MINOS exper-

iment. Alternatively, it can accelerate protons to 150 GeV and inject them into the
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Figure 2.2: Injection of the Booster beam in the Main Injector as a function of time.
Overlaid on top of each other at two traces: the MI charge (green) that increases 11
times in 11 separate injections from the Booster and the MI beam momentum (red)
that is defined by the magnet currents, it ramps from 8 to 120 GeV/c, then ramps
down to 8 GeV/c.
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Tevatron, where the beam is used for high energy particle physics experiments.

The main injector circumference is exactly 7 times the booster circumference, so

there is room for 7 booster batches. However, one slot must remain empty to allow

the injection kicker to ramp down. A fast single turn extraction kicker was required

for the NuMI project to spill 120 GeV protons onto a target. The extraction kicker

has to rise in the ∼ 1.5 µs abort gap of the Main Injector and then extract 1.6 µs

of beam (a single batch) for antiproton production and 8.0 µs of beam (5 batches)

to NuMI. This mode is referred to as “mixed mode”. There is a second operational

mode which is referred to as “NuMI only mode”. In this mode, 9.6 µs (6 batches) of

beam is extracted to NuMI [86].

A technique called “slip stacking” is utilized to increase the number of protons

available for both the antiproton production and the NuMI neutrino production at

Fermilab. This involves stacking two booster batches end to end but with slightly

different momenta, into the Main Injector. The two batches have different periods

of revolution and ‘slip’ relative to each other azimuthally and finally overlap. When

they overlap they are captured using a single RF which is the average of the initial

frequencies associated with the two batches [87].

Starting 2008, a “multi-batch slip stacking” mode becomes the standard opera-

tional mode. In this mode, five batches are loaded into the MI, and six more batches

are loaded and slipped with the first five to make two batches for the antiproton

production and nine for NuMI. This mode is referred to as “2+9” mode. The NuMI

beam intensity is greatly improved in this operational mode. A typical beam intensity

is 3.1×1013 POT/spill for the “mixed mode” and 3.7×1013 POT/spill for the “NuMI

only mode” with 8 booster turns. The corresponding beam power is 230 kW and 270

kW, respectively.
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2.2 The NuMI Neutrino Beam

The Neutrinos at the Main Injector (NuMI) facility at Fermilab began operations in

late 2004. NuMI produces a neutrino beam resulting from the decays of pion and

kaon secondaries produced in the NuMI target. Protons of 120 GeV are extracted

from the MI accelerator and bent downward by 58 mrad toward Soudan, MN, the site

of the MINOS Far Detector. The global positioning system (GPS) defined the survey

beam direction to within 12m of the Far Detector. The primary beam is focused

onto a rectangular graphite production target. The target dimensions are 6.4 mm in

width, 15 mm in height and 940 mm in length (1.9 interaction lengths). The target

is segmented longitudinally into 47 individual 2 cm length fins. The beam size at the

target is 1.2-1.5 mm. The target is water cooled via stainless steel tubes at the top

and bottom of each fin. The particles produced in the target are focused (one sign

only) by two magnetic horns. The focused beam of particles enters into a 675 m long,

2m diameter steel pipe initially evacuated. This length is approximately the decay

length of a 10 GeV pion. Neutrinos are produced by decays of the secondaries, e.g.

π+(K+)→ µ+νµ. The entrance to the decay pipe is sealed by a two-piece aluminum-

steel window. The central (radius < 50 cm) portion of the window is made of 1 mm

thick aluminum and is strengthened by an outer (radius > 50 cm) section made of

1.8 cm thick steel. There are no aperture restrictions that prevent the beam from

hitting the wall of the decay pipe. Failure of the decay pipe wall could potentially

occur if the accident persisted for several hours. The impact of such an accident

is high since there is no simple means of repairing the decay pipe. Therefore the

decay pipe is filled with helium gas at atmospheric pressure to reduce the stress on

the window since December 2007. The decay volume is surrounded by 2.5-3.5 m of

concrete shielding. At the end of the decay pipe there is a water-cooled absorber with

an aluminium core encased in steel to stop any remaining primaries and undecayed
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secondaries. Any muons passing through the absorber are stopped by 240 m of dense

Dolomite rock before they reach the Near Detector cavern. Ionization chambers are

used to monitor the secondary and tertiary particle beams. One array is located

immediately upstream of the absorber, and three others are located at the muon

alcoves, one downstream of the absorber, one after 8 m of rock, and a third after an

additional 12 m of rock. The first array monitors the remnant hadrons at the end of

the decay pipe, and the other three arrays monitor the tertiary muons from π and K

decays. The layout of the NuMI beam facility is shown in Fig.2.3.
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Figure 2.3: Plan and elevation views of the NuMI beam facility. A proton beam is
directed onto a target, from which the secondary pions and kaons are focused into a
decay volume via magnetic horns. Ionization chambers at the end of the beam line
measure the uninteracted primary beam, secondary hadron beam and tertiary muon
beam. Plot taken from [88].

The beam has been designed so as to adjust the energy spectrum of neutrinos in

order to maximize sensitivity to oscillation parameter ∆m2. The relative placement

of the two horns and the target optimizes the momentum focus for pions, hence the

peak neutrino beam energy. Most of the time the beam line is configured in the “Low

Energy” mode with 〈Eν〉 ∼ 4 GeV. Moving the target upstream directs smaller-angle,

higher-momentum particles into the magnetic fields of the focusing horns, resulting in

a higher-energy neutrino beam, as shown in Fig.2.4. Different energy configurations



62 CHAPTER 2. THE MINOS EXPERIMENT

are important for quantifying various systematic errors on the predicted neutrino

energy spectrum.
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Figure 2.4: Calculated rate of νµ charged-current interactions in the MINOS Near
Detector. Three spectra are shown, corresponding to the low, medium, and high
neutrino energy positions of the target. In these configurations, the target is located
10, 100, and 250 cm upstream of its fully-inserted position. Plot taken from [58].

The flavor composition of the beam will be predominantly νµ (92.9%). Small

contributions of ν̄µ (5.8%) will come from µ+ decays and target-produced π− decays.

A 1.2% νe component of the beam results from µ+ decays and target-produced K+
e3

decays. The contribution from ν̄e is small (0.1%).

2.3 The MINOS Detectors

The MINOS experiment uses two detectors to record the interactions of neutrinos in

the NuMI beam. A third detector, called the calibration detector, was exposed to

test beams at CERN to establish detector response to hadrons, electrons and muons

with momenta in the range 0.2-10 GeV/c. The Near Detector at Fermilab is used to
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characterize the neutrino beam and its interactions and is located about 1 km from

the primary proton beam target, the source of the neutrino parent particles. The

Far Detector performs similar measurements 735 km downstream. The essence of

the experiment is to compare the rates, energies and topologies of events at the Far

Detector with those at the Near Detector, and from those comparisons determine the

relevant oscillation parameters. The detectors have been designed to be as similar as

possible to reduce systematic errors. In this section, we will first describe the main

features of the MINOS detectors, and then move on to discuss the unique features of

each individual detector.

2.3.1 MINOS Detector Technologies

All three MINOS detectors are steel-scintillator sampling calorimeters with an ab-

sorber layer of steel and an active layer of plastic scintillator. The steel and scin-

tillator is arranged into a “sandwich” structure: a layer of 1 cm thick scintillator is

attached to a layer of 2.54 cm thick steel to form a plane. There is a 2.41 cm air gap

between two successive planes to relax the flatness tolerance of the steel plates. The

scintillator is divided up into 4.1 cm wide strips, and each plane has one “view” of

strips, with the next plane having the orthogonal view to give a three-dimensional

tracking capability. The two views are at 45◦ relative to vertical in order to avoid

having strip readout connections at the bottom of the detector. One view is referred

to as “U view” and the other view is referred to as “V view”.

The detectors use a solid scintillator that is made by extruding polystyrene into

long thin strips. The polystyrene is doped with the fluors PPO (1%) and POPOP

(0.03%). Fiber readout of extruded scintillator was chosen as opposed to direct read-

out of cast scintillator in order to reduce costs. Each scintillator strip has a 2.3

mm-deep by 2.0 mm-wide groove cut into its wider edge which runs along the length

of the strip. A 1.2 mm diameter wavelength shifting (WLS) fiber-optic cable is glued
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into the groove. WLS fibers minimize self-absorption by absorbing light peaked at

420 nm and re-emitting it at a wavelength beyond 470 nm. The blue photons from

the scintillator are absorbed in the WLS fiber and re-emitted isotropically. Those

resulting photons whose directions fall within the total internal reflection cones are

transported along the fiber to the edges of the detector, subsequently being routed

to the photodetectors. The scintillator surface is covered by a thin (0.25 mm) co-

extruded titanium-dioxide (TiO2)-loaded polystyrene layer that serves as a diffuse

reflector. The scintillator and TiO2 coating are co-extruded in a single process, a

standard technique in the plastics industry. The fiber must be completely contained

inside the groove to ensure efficient light collection. A specularly reflective strip of

aluminized Mylar tape is placed over the groove after the WLS fiber has been glued

in place. The cutaway drawing of a single scintillator strip is shown in Fig.2.5.

  REFLECTIVE SEAL

  TiO2 LOADED POLYSTYRENE CAP

41mm

  CLEAR POLYSTYRENE
  SCINTILLATOR

 WLS FIBER

UP TO 8m

10mm

MINOS SCINTILLATOR STRIP

Figure 2.5: Cutaway drawing of a single scintillator strip. Light produced by ionizing
particle is multiply reflected inside the strip by the outer reflective coating. Light
absorbed by a WLS fiber is re-emitted isotropically. Those resulting photons whose
directions fall within the total internal reflection cones are transported along the fiber
to the edges of the detector, subsequently being routed to the photodetectors. Plot
taken from [89].

The scintillator strips are encased in light-tight aluminium (0.05 cm thick) mod-

ules, which contain between 20 and 28 strips. After exiting the strips the WLS fibers
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run together in a manifold before they terminate in a connector. Clear fiber cables

connect to the module and transmit light from the edges of the detector to centralized

locations where the multi-anode photomultiplier tubes (PMTs) and readout electron-

ics are mounted. A light injection system illuminates the WLS fibers near their ends

with LED-generated UV light to monitor the stability and linearity of the PMTs. The

MINOS detectors are read out by Hamamatsu 64-anode (M64) PMTs for the Near

Detector and 16-anode (M16) PMTs for the Far Detector. The PMTs are housed in

light-tight, steel enclosures containing clear fiber bundles which are interlaced from

cable connectors to PMT pixels. In the Near Detector each M64 resides in an indi-

vidual enclosure. In the Far Detector each enclosure (called a “MUX box”) houses

three M16 PMTs. Fig.2.6 illustrates the scintillator system readout for a module.

STEEL PLATES  

SCINTILLATOR STRIPS  

WLS FIBERS  

OPTICAL CONNECTOR  

  OPTICAL CABLE

MUX BOX  

  MUX BOX OPTICAL 
  CONNECTOR

  COOKIE

  PMT ASSEMBLY

Figure 2.6: Schematic drawing of the scintillator system readout for a module. Plot
taken from [89].

We now briefly discuss the electronics used in MINOS, then focus on the unique

features of each detector in the next few sections. The phototube signals are digitized

using a modified version of the Viking VA chips made by the Norwegian company
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IDEA ASA at the Far Detector [90] and FNAL “QIE” chips [91] at the Near Detector

to meet the faster demands of the high event rate at the near site. In both cases,

circuitry is installed to inject known amounts of charge into the digitization circuits

for calibration of the digitization. Data are gathered into custom mid-level VME

cards for readout by the data acquisition. The data acquisition reads charge and

time information (called “digits”) for each phototube signal, combines such data

from all parts of the detector, and arranges them into time-ordered “snarls” of data

that correspond to physical events.

Both Near Detector and Far Detector are magnetized with a current carrying coil

producing an average magnetic field of 1.3(1.4)T in the Near(Far) Detector. A coil

running down the center of the detector and back outside of the detector is used to

create the field. At the Near Detector the coil is offset by 50 cm from the detector

center so as to give a larger fiducial volume around the neutrino beam spot. MINOS

is unique in that it is the only large, underground detector with a magnetic field. The

magnetic field allows charge separation between the µ+ and µ−, and therefore charged

current interactions of νµ and ν̄µ. A comparison of atmospheric oscillation properties

for the two would be a test of CPT symmetry in neutrino masses and mixing. The

magnetic field also allows the muon momentum to be measured through the curvature

of tracks that are only partially contained within the detector. It also focuses negative

particles (i.e. µ−) created in the beam νµ CC interactions increasing the proportion

that are fully contained. The energy resolution on the curvature measurements is

approximately 14% at 10 GeV muon momentum. Multiple scattering of the muons in

the steel is the predominant limitation on the accuracy of these measurements. For

muons that stop in the detector a much better measurement of their momenta can

be obtained from a range measurement. The energy resolution for stopping muons

from a range measurement is approximately 6%. In the energy range of interest,

the average muon momentum is roughly 2GeV/c. The low energy muons are most
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likely to stop in the detector and their momenta are measured through the range

accordingly.

The data acquisition (DAQ) and timing system synchronize and continuously read

out the front-end electronics. Software triggering in the DAQ provides flexible event

selection and data processing. Various triggers are implemented in the DAQ system.

The triggers fall into three categories: special triggers for debugging and calibration,

bias-free triggers based on spill signals or spill times to gather beam events, and

triggers based on the clustering of hits in the detector to gather out-of-spill events.

GPS timestamps allow data from the two detectors to be synchronized with the beam

pulses. The two detectors have different front-end electronics due to the disparate

rates of neutrino interactions and cosmic-ray crossings at the two sites.

2.3.2 The Far Detector

The Far Detector has a mass of 5.4 kt. It is the largest of the three MINOS detectors

and is located 714 m below the Earth’s surface (2070 m water equivalent) in the

Soudan Underground Laboratory, Northern Minnesota. It consists of 486 8 m wide

octagonal planes, arranged in 2 super-modules of 249 and 237 planes, of which 248

and 236 are instrumented with scintillator. The division of the detector into two

super-modules is made due to restrictions on the length of the magnetic coil, thus

each super-module is independently magnetized. The first and second super-modules

were completed in August 2002, and June 2003, respectively. Collection of cosmic-ray

and atmospheric neutrino data for each super-module has begun since shortly after

the completion of each super-module. Each of the scintillator planes is divided up

into 192 strips. The 192 scintillator strips are encased in 8 modules. The center

four modules contain twenty 8 m long strips. The outer modules contain 28 strips

varying in length from 3.4 m to 8 m. The center two modules must provide clearance

for the detector’s magnet coils. A semi-circular hole of radius 197 mm is cut into
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the aluminum covers of the affected modules and short lengths of scintillator strips

passing through the hole are also cut away. However, the WLS fibers passing through

the affected strips are not cut. Rather, a “bypass” channel routes them around the

hole.

MUX box

MUX box

28
-w

ide

28
-w

ide

28
-w

ide

20
-w

ide

20
-w

ide

20
-w

ide

20
-w

ide

28
-w

ide

Figure 2.7: Layout of far detector scintillator modules. The center four modules
contain twenty strips and the outer modules contain 28 strips.

The scintillator strips are read out at both ends by Hamamatsu M16 PMTs with

16 pixels. To reduce the large instrumentation load, a multiplexing technique (optical

summing) is employed so that 8 strips from each plane are read out by the same PMT

pixel. This is feasible because the transverse spread of hadronic/electromagnetic

showers from beam neutrinos is limited to a ∼1 m region. To enable determination

of which strip was actually hit, the 8 strips read out by a single pixel on one side of

the detector are read out by 8 different pixels on the other side.

The front-end electronics (FEE) at the Far Detector [90] were specifically designed
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for the low rate underground environment. A block diagram of the readout structure

is shown in Fig.2.8. The readout is based on the front-end ASIC VA32 HDR11 (short
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Figure 2.8: Schematic overview of the MINOS far detector readout electronics. Three
PMTs are connected with short flat ribbon cables to the VFB, which also houses two
PIN diodes to monitor the light level of the light injection system. The VA ASIC
amplifies and holds the PMT signals, which are multiplexed via an analog link onto
an ADC on the VARC. The VFB is controlled through a digital link by the VARC.
Plot taken from [89].

VA chip), developed in collaboration with the Norwegian company IDEA ASA. Each

VA chip is responsible for sampling and holding the signals from one of the three

PMTs in a MUX box. Three VA chips are mounted onto a single VA Front-end

Board (VFB), located on the outside of the PMT MUX box. The VFB provides

support circuitry for power distribution and biasing of the VA chips. It also contains

a discriminator chip ASDLite ASIC, which compares the dynode signals from the
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PMTs with a common programmable threshold to provide a discriminated signal for

time-stamping and readout initiation. The VFB is operated in slave mode and fully

controlled by the VA readout controller (VARC) described below.

The analog signals from the VA chip are multiplexed onto an ADC, which is

located on a VA Mezzanine Module (VMM). Two VFBs are connected to each VMM.

The VARC houses 6 VMMs and controls the signal digitization, triggering, time-

stamping and bias of the VA chips. Each VARC can thus service up to 36 PMTs of

16 channels each.

The VARC is implemented as a 9U VME card. Three VARCs, a timing card,

and a Motorola VME processor share a single VME crate. The VARC receives the

discriminated dynode signal of each PMT. It time-stamps these signals with an effec-

tive 640 MHz TDC, and then generates the hold signal for the VA ASIC. The signals

held in the VA ASIC are then multiplexed to a commercial 14-bit 10 MHz ADC.

The digitization sequence is started if the VARC receives at least two discriminated

dynode signals from different PMTs in a 400 ns window. This so-called 2-out-of-36

trigger reduces the dead time due to dark noise in the PMTs and fiber noise in the

scintillator, without compromising the recording of physics events. The entire detec-

tor readout is synchronized by a 40 MHz optical timing distribution signal slaved to

a GPS clock from TrueTime [93].

Once the data are digitized they are transmitted to a local FIFO and stored there

for further processing. The pedestal is subtracted and data above an individually

settable sparsification threshold are written to an on-board VME memory. This

memory is read out by the DAQ system. The VARC also controls pedestal and

charge injection calibration runs.

To aid the atmospheric neutrino analysis in the Far Detector, a cosmic ray veto

shield has been erected around the top and sides of the detector. This allows cosmic

rays to be tagged and reduces the cosmic ray background by a factor of approximately
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100. The shield is made of the same scintillator strips as the main detector and

the data is read out in the same fashion. Due to the steepness of cosmic tracks

and knowledge of the spill time, cosmic ray muons are not a significant source of

background for the beam analysis, so shield information is not used for accelerator

neutrino analysis.

2.3.3 The Near Detector

The Near Detector has a mass of 0.98 kt. It is located a short distance from the

neutrino source at Fermilab, 100 m below the surface (225 m water equivalent). The

design of the near detector takes advantage of the high neutrino flux at this location to

define a relatively small target fiducial volume for selection of events for the near/far

comparison. At the beam intensity of 2.2×1013 POT/spill, an average of 16 neutrino

interactions occurred in the Near Detector during each 10µs spill in the low energy

beam configuration [58]. The Near Detector consists of 282 planes. It has an elongated

octagonal cross-section, 3.8 m high and 4.8 m wide. Only 153 of the 282 planes are

active. The upstream 120 planes of the detector, the calorimeter section, contains the

target fiducial volume in which every plane is instrumented. The downstream part,

the spectrometer section, is used to measure the momenta of energetic muons and has

only every fifth plane instrumented with scintillator. Active planes are instrumented

with four distinct scintillation module patterns: full U-view (FU), full V-view (FV),

partial U-view (PU), and partial V-view (PV). The area of partial coverage is set to

ensure the complete measurement of neutrino events occurring in the near detector

fiducial volume. The full-view coverage extends around the coil hole in order to

track long range muons downstream of neutrino interactions. The layouts of different

scintillator modules are shown in Fig.2.9
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Figure 2.9: The four different configurations of planes used in the Near Detector,
showing the different layouts of the scintillator modules. The upper two figures show
partially instrumented planes (“calorimeter region”) while the lower two figures show
the fully instrumented ones (“tracking region”). The G-N notations denote the dif-
ferent shapes of the scintillator modules. The beam is centered midway between the
coil hole and the left side of the plane, hence the scintillator need only cover that area
in the target region. Plot taken from [89].
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For data analysis, the calorimeter section is divided into three longitudinal sec-

tions: planes 1-20 are the “veto” section, used to exclude events that originate up-

stream of the detector; planes 21-60 represent the “target” region, as all neutrino-

induced showers which occur here are contained within the length of the detector;

planes 61-120 complete the calorimeter section and are used to contain and measure

the hadronic showers of neutrino events in the target region. Every plane in the

calorimeter section is instrumented to enable accurate tracking and calorimetry. The

spectrometer section of the Near Detector, planes 121-281, is used to measure the

momenta of energetic muons and only every fifth plane is fully instrumented with

scintillator. The four logical sections of the Near Detector are shown in Fig.2.10.
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Figure 2.10: Four logical sections of the Near Detector. The partially instrumented
region only has scintillator in every 5th plane. (Plot courtesy Debdatta Bhattacharya)

In contrast to the Far Detector, scintillator strips in the Near Detector need only

be read out on one end; their relatively short lengths (typically 2.8 m compared to 8 m

at the Far Detector) ensure that enough photons reach the PMTs to detect the passage

of a minimum ionizing particle efficiently. The other end of the strip is covered with

reflective aluminized mylar tape to increase the light yield. The scintillator strips

are read out by Hamamatsu M64 PMTs with 64 pixels. A partially-instrumented

plane has 64 strips so is read out by a single PMT. A fully-instrumented plane has

96 strips so is read out by 1.5 PMTs. Furthermore, to reduce the instrumentation,
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a 4-fold electrical summing technique is employed in the muon-spectrometer region.

Each PMT is split into groups of 4 pixels and the signals from the 4 anodes are fed

into a single electronics channel. The consequence of the electrical summing is that

a “seed” track in the forward region is needed to project into the muon-spectrometer

for unambiguous reconstruction.

Due to the multiple events occurring in each beam spill, dead-timeless, high-speed

front-end electronics is required for the Near Detector. In the Near Detector front-end

electronics [91], each PMT pixel is digitized continuously at the frequency of the beam

RF structure of 53.103 MHZ (18.83ns). This is achieved with an individual front-end

channel unit consisting of a small mezzanine printed circuit board (PCB) called a

MENU (MINOS Electronics for Neutrinos). The principal MENU components are an

ASIC named the Charge Integrator and Encoder (abbreviated “QIE”), a commercial

flash analog-to-digital converter (“FADC”), and a data buffer. A MENU board also

contains circuitry for measuring source current and circuitry for injecting DC current

into the QIE for performing electronics calibration. Sixteen MENUs reside on a VME

type-6U PCB (called a MINDER - MINOS Near Detector Electronics Readout), with

four MINDERs required for each fully used M64 PMT.

The QIE input signal current, I, is split into eight binary-weighted “ranges” with

values I/2, I/4, I/8, . . ., and integrated onto a capacitor for each range. A bias

current is added to ensure that the capacitor voltage on one and only one range is

within the predetermined input limits of the FADC. The QIE selects that voltage

for output to the FADC, and also outputs a 3-bit number representing the range

value. Each QIE is equipped with four independent copies of the current splitter,

integration, and output circuits to permit continuous dead-timeless operation. Each

QIE data word consists of 13 bits including an 8-bit FADC value, a 3-bit range value,

and a 2-bit code for the identification of the current splitter and capacitor circuit

(know as “CapID”).
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Data from the front-end, consisting of range, FADC value, and CapID, are trans-

fered to VME type-9U modules called MASTERs (MINOS Acquisition, Sparsifier,

and Time-stamper for Event Readout), which read out up to eight MINDERs each.

The MASTERs linearize the data words using a lookup table which represents the re-

sults of a charge injection calibration of each MENU. The resulting linearity is better

than 0.5% over the entire dynamic range.

To provide uniformity, a centralized Near Detector clock system is used to dis-

tribute a continuous 53 MHz reference, spill signals, and other control signals to all

front-end modules. Clock signals are also used to synchronize the readout of data by

the VME processors and the DAQ system. The Near Detector clock is synchronized

to the Fermilab accelerator but the phase of timing signals relative to an independent

GPS system is used to allow accurate reconstruction of the absolute UTC event time.

2.4 Detector Calibration

The detector calibration is very important for the MINOS measurements. The MI-

NOS detectors measure hadronic and electromagnetic shower energy by calorimetry.

The relative detector energy calibration is critical for neutrino oscillation studies that

rely on comparisons of energy spectra and event characteristics in the near and far

detectors. The task of calibration for MINOS comprises: removing detector varia-

tions within each detector, relating energy deposits from different detectors (relative

calibration) and finally translating detector responses for different types of particles

to energy in GeV (absolute calibration).

2.4.1 Relative Calibration

Fig.2.11 shows the relative calibration scheme for MINOS data. The main branch of

this calibration is to convert raw ADC’s into calibrated Muon Energy Units (MEU).
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Figure 2.11: Calibration scheme for data. The main branch is the energy branch
which converts raw ADC’s into calibrated Muon Energy Units (MEU). The secondary
branch converts ADC to photoelectrons. Plot taken from [92].

The first step towards achieving this is to make the response of each individual detec-

tor uniform. The calibration corrects for scintillator light output variations as well as

nonuniformities of light transmission and collection in the fibers, PMTs and readout

electronics. The charge-injection system is used to measure the linearity of the elec-

tronics. The light-injection system is used to measure the linearity and time variation

of the readout response. The cosmic ray muons are used to measure scintillator strip

light output variations with time and position, specifically to record interstrip and

intrastrip nonuniformities. The next step is to relate energy deposits in one detector

with those in another. This can be done by using particles of known energy and

comparing the detector responses. MINOS uses stopping muons from cosmic rays to

do this inter-detector calibration.
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The Light-injection Calibration System

A light-injection (LI) calibration system has been designed for the MINOS detectors

to map the linearity of the instrumentation, to monitor the stability of the PMTs

and electronics over time, to evaluate the single-photoelectron gain, and to monitor

the integrity of the optical path and readout system. [94]. The system is based upon

pulsed blue light-emitting diodes (LEDs). A rack-mounted box, known as a “pulser

box”, contains a set of 20 LEDs, each of which has an optical fanout allowing it

to illuminate multiple individual fibers. These fibers carry light to a set of optical

connectors on the back panel of the pulser box.

From the pulser box, optical fibers carry the light to the outer edges of the MINOS

detector. A set of highly reflective cavities situated there, ‘the “light-injection mod-

ules” (LIM), allows the blue LED light to illuminate the green wavelength-shifting

fibers, thus producing pulses of light that mimic the signals from the scintillator.

There are two different LI data taking modes. In order to monitor the changes

in gains of PMTs and electronics as well as for other transient instabilities, the LI

system periodically pulses the fiber at every strip end. Each Far Detector strip end

is pulsed 1000 times at 200 Hz every hour and each Near Detector strip end is pulsed

2000 times at 100 Hz every two hours. The pulse intensity of each LED is tuned such

that a PMT pixel receives approximately 50 photoelectrons per pulse on average. The

operational mode is referred to as “Drift Point”. The LI system is also used to map

the non-linearity of PMT response. Each strip end fiber is pulsed 1000 times at many

different light levels once a month at both near and far detectors. The pulse intensity

settings for each LED are tuned so that the average response of the strips connected

to it covers the full dynamic range of interest. This operational mode is referred to

as “Gain Curve”.

The intensity of injected light is monitored by PIN photodiodes that are read

out simultaneously with the PMTs. Although the PIN photodiodes themselves are
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measured to be quite linear, non-linearities on the order of 1-2% are apparent in the

readout response from both detectors because of the electronics noise. In the Near

Detector, PIN diodes are amplified with high gain in order to suppress the electronics

noise. In the Far Detector, the readout is still very non-linear even with high-gain

PIN diodes. Therefore, the PIN diodes are not used in the Far Detector. Instead,

the readout of the other end (far end) of the flashed strip end (near end) is used to

monitor the intensity of injected light [95].

I have been working on the Near Detector LI system together with the former

Stanford postdoc Simona Murgia since 2004. My main contribution was the tuning

of pulse intensity settings for LEDs. I also helped with the improvements of the

electronics for the PIN diodes readout in the Near Detector.

Cosmic Ray Muon Calibrations

Cosmic ray muons are used at each detector to measure scintillator related quantities.

Through-going cosmic ray muons have an average energy of 200 GeV at the Far

Detector and a rate of 0.5 Hz. At the Near Detector, the mean energy is 55 GeV

and the rate is 10 Hz.

Cosmic ray muons are used to track the response of each detector on a daily basis.

This “drift” calibration is performed by measuring the total pulse height per plane

of through-going cosmic ray muons. The daily median of the pulse height per plane

is computed, and the relative change in this quantity is used to compute the drift.

This measured drift encompasses changes due to the scintillator, WLS fiber, PMTs

and electronics.

Through-going cosmic ray muon data are used to measure the strip-to-strip (channel-

by-channel) time dependent response of the detector. This calibration relates the

mean response of each strip to the detector average. This calibration incorporates

several detector effects that vary channel-by-channel, including scintillator light yield,
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WLS fiber collection efficiency, readout fiber attenuation, PMT quantum efficiency

and PMT gain. Cosmic ray muon tracks are used to measure the mean light level at

each strip end. To remove known spatial and angular dependencies, attenuation and

path-length corrections are applied to each hit such that the calibration constant is

calculated to be the mean response of a muon of normal incidence traveling through

the center of the strip. Once the strip-to-strip calibration is performed, the response

from the center of any strip of a particular length is the same.

Throughgoing cosmic ray muon data are also used to correct the variation in light

caused by attenuation along the WLS fiber in a scintillator strip. The pulse height

from a strip hit by a track is plotted as a function of the longitudinal track position.

These data are fit to a double exponential:

A(x) = A1e
−x/L1 + A2e

−x/L2 . (2.1)

where x is the track position along the strip and L1, L2 stand for two attenuation

lengths. A fit is performed for each strip and the resulting parameters are used to

correct the data. One example for the Near Detector is shown in Fig.2.12.

The final stage in the relative calibration chain, before a conversion to absolute

energy deposition in GeV, is the inter-detector calibration. This calibration step

serves to relate energy deposits in one detector with those in another. Stopping cosmic

ray muon data are used for this task because they are abundant enough at all detectors

and their energy depositions in each plane can be accurately determined from range

measurements. A “track window” technique was developed for this calibration. This

technique measures the response of muons only when their momenta are between

0.5 and 1.1 GeV. This avoids using data from the end of the track where the rapid

increase in ionization occurs. After the inter-detector calibration, the three detectors

will give an identical response for the same particle of given energy (to within the
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Figure 2.12: Detector response to cosmic ray muons as a function of distance from
strip center for a typical strip in the Near Detector. (Plot courtesy Jiajie Ling)

errors of the calibration). A universal energy unit, the Muon Energy Unit (MEU, also

referred to as a Minimum Ionizing Particle, MIP) is defined as the detector response

to a perpendicular 1 GeV muon traversing 1 plane of scintillator.

2.4.2 Absolute Calibration

MINOS physics analyses require a good understanding of the detectors’ response to

muons, electrons and hadrons with energies below 10GeV. One needs to understand

not only the overall energy scale and resolution, but also the event shape character-

istics. The calibration detector [96] was exposed to test beams at CERN to establish

the response to hadrons, electrons and muons with momenta in the range 0.2-10

GeV/c. The measurements were used to normalize Monte Carlo simulations and to

establish the uncertainty in the hadronic and electromagnetic energy scales. The data

from the calibration detector were compared with events simulated using the same

GEANT3 [100] based Monte Carlo used for the near and far detectors.
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Figure 2.13: MINOS calorimetric response to pions and electrons at three momenta.
The calorimeter-signal scale is in arbitrary units. The data (open symbols), obtained
from the calibration detector exposure to CERN test beams, are compared to distri-
butions from Monte Carlo simulations. Pion induced showers are simulated using the
GCALOR shower code. Plot taken from [89].
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Fig.2.13 shows the measured detector response to pions and electrons compared

with the simulation result. The simulated calorimetric response to electrons agreed

with the data to better than 2% in the electron momentum range 0.2-10 GeV/c

[97]. Pion and proton induced showers were compared with events simulated using

the GHEISHA, GEANT-FLUKA and GCALOR shower codes. The GCALOR-based

simulation was in best agreement with the data and was adopted as the default

shower code. The Monte Carlo reproduces the response to pion and proton induced

showers to better than 6% at all momentum settings [98]. The energy resolution was

adequately reproduced by the simulation and may be parametrized as 56%/
√
E⊕2%

for hadron showers and 21.4%/
√
E ⊕ 4%/E for electrons, where E is expressed in

GeV.

2.5 Monte Carlo Simulation

Monte Carlo (MC) simulation is an important part of all the MINOS analyses. We

measure the neutrino interactions in the Near Detector and we use the MC to extrapo-

late the Near Detector spectrum to predict the unoscillated Far Detector spectrum to

compare with data for evidence of spectral distortion. The prediction calculated must

take into account the ND and FD spectral differences that would be present, even in

the absence of oscillations, due to pion decay kinematics and beam line geometry.

The modeling of the neutrino beam-line includes a simulation of the hadrons

produced by 120GeV/c protons incident on the NuMI target and the propagation

of those hadrons and their progeny through the magnetic focusing elements, along

the decay pipe and into the primary beam absorber allowing for decay of unstable

particles. The production of secondary mesons in the NuMI target was calculated

using the FLUKA05 [99] Monte Carlo, which has uncertainties at the 20%-30% level

stemming from a lack of relevant thick target hadron production data. Particles
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exiting the target are recorded and later propagated in a GEANT3 [100] simulation

of the NuMI beam-line (GNuMI). The simulation takes into account the effects of the

magnetic focusing horns, surrounding shielding, decay pipe and beam absorber. The

GEANT-FLUKA code is used to model the secondary interactions in the horn and

the decay pipe as well as the full particle decay chains. Decays in which a neutrino is

produced are saved and later used as input for neutrino event simulation in the Near

and Far Detectors.

Neutrino interactions are modeled by the NEUGEN-v3 [101] program. NEU-

GEN simulates both (quasi-)elastic and inelastic neutrino scattering. The latter in-

cludes a Rein-Sehgal [102] based treatment of neutrino induced resonance production,

charged- and neutral-current coherent pion production and a modified leading order

deep-inelastic scattering (DIS) model [103] extended to improve the treatment in

the transition region between DIS and resonant production. The neutrino-induced

hadronic multiparticle production is simulated using the AGKY program [104], which

employs the PYTHIA/JETSET model [105] to simulate interactions with high invari-

ant masses and a phenomenological model to simulate interactions with low invariant

masses. I worked on the AGKY model with other people in 2006 and I will describe

this model in more detail in a later chapter since it is very important for the MINOS

νe search. Hadrons produced in the neutrino scattering are allowed to interact while

exiting the target nucleus (“final state interactions”). The final state interactions

are calculated using the INTRANUKE code from within NEUGEN3-v3. The calcu-

lation incorporates pion elastic and inelastic scattering, single charge exchange and

absorption [106].

The response of the detector is simulated using GEANT3 with the GCALOR

[107] model of hadronic interactions. The simulation randomly samples neutrinos

from the flux predicted by the beam simulation and traces them through the Near

and Far Detector halls. The simulation includes a detailed geometric model of the
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detector. The position of individual scintillator strips was determined with a precision

of approximately 1 mm using cosmic-ray tracks. The magnetic field is modeled via

finite element analysis driven by bench measurements of the steel B-H curve.

The final step in the simulation chain involves photon generation in the scintillator,

capture and transmission of photons through internal reflection in the WLS fibers

and conversion of photons to photoelectrons in the PMTs. This step uses a program

written in Object Orientated (OO) C++ and based in the ROOT framework. It

simulates many features including PMT cross-talk (some signal can be detected on

adjacent pixels to the one being illuminated), noise, non-linearity (PMT, VA and

QIE) and triggers. The cross-talk modeling and tuning will be discussed in more

detail in a later chapter because it has sizable impact on the background estimation

in the νe appearance analysis.

2.6 MINOS Physics Analyses

The combination of the NuMI beam and the MINOS detectors, whose characteristics

are summarized in the previous sections, provide an optimal tool to search for and to

study neutrino oscillations. The design of the MINOS detectors was also guided by

the interest in the nonaccelerator physics.

The main goals of the MINOS experiment are to verify the existence of neutrino

oscillations in the region of parameter space suggested by the atmospheric neutrino

experiments and to make a precision measurement of the parameters. The three main

accelerator neutrino oscillation analyses in MINOS are:

• νµ and ν̄µ disappearance measurement (CC analysis)

• Search for sterile neutrinos (NC analysis)

• Search for νe appearance (νe analysis)
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In this section, we will discuss the accelerator neutrino oscillation measurements

that make use of the NuMI neutrino beam.

2.6.1 νµ disappearance measurement

The primary goal of MINOS is to observe the oscillation-induced spectral distortion

of the charged current νµ interactions at the Far Detector [57, 58, 59]. From the

comparison of the reconstructed neutrino energy spectra at the near and far locations

the oscillation parameters |∆m32|2 and sin2(2θ23) are extracted.

The measurement of the energy spectrum at the ND is used to predict the un-

oscillated spectrum at the FD. The latest results use data recorded between May

2005, and July 2007 [59]. Over this period, a total of 3.36 × 1020 protons on target

(POT) were accumulated for this analysis. At this exposure, a total of 848 events

were observed in the FD for all energies 0-120 GeV produced by the NuMI beam,

compared to the unoscillated expectation of 1065 ± 60 (syst.). At the low energies

0-10 GeV where most of the expected neutrino oscillations occur, 451 events were

observed compared to the unoscillated expectation of 686± 39 events, which shows a

5σ deficit. Under the assumption the observed deficit is due to νµ → ντ oscillations, a

fit is performed to extract the parameters |∆m32|2 and sin2(2θ23) using the expression

P (νµ → νµ) = 1− sin2(2θ23) sin2(1.27∆m2
32

L

E
) (2.2)

where L[km] is the distance from the target, E[GeV] is the neutrino energy, and

|∆m32|2 is measured in eV 2/c4.

The best fit to the neutrino energy spectrum yields |∆m32|2 = (2.43 ± 0.13) ×

10−3eV2 and sin2(2θ23) > 0.95 at 68% confidence level (C.L.) [59]. The fit includes

the systematic uncertainties as nuisance parameters. The resulting 68% C.L. and

90% C.L. intervals for the oscillation parameters |∆m32|2 and sin2(2θ23) are shown in
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Fig.1.8 (previous chapter).

2.6.2 Search for Neutral Current Disappearance

The MINOS experiment has reported a significant deficit of νµ charged current (CC)

interactions at the Far Detector relative to the non-oscillation prediction. If this

deficit is due solely to conversions of νµ to ντ + νe, then the rate of neutral current

interactions at the Far Detector would remain unchanged from the non-oscillation

prediction. Alternatively, if any of the muon neutrinos convert to a sterile state, then

the NC rate would be suppressed causing a distortion of the reconstructed energy

spectrum. In the MINOS experiment, a search for evidence that muon neutrinos

are oscillating to sterile neutrinos is performed by measuring the depletion of neutral

current interactions at the Far Detector [109].

Based on an exposure of 2.46×1020 POT, the depletion of the total neutral current

event rate at the far site is limited to be below 17% at 90% confidence level without

νe appearance. Assuming oscillations occur at a single mass-squared splitting, a fit to

the neutral- and charged- current energy spectra shows the fraction of νµ oscillating

to a sterile neutrino is 0.28+0.25
−0.28(stat. + syst.).

2.6.3 Search for νe Appearance

The MINOS experiment also has the potential to make the first measurement of

the neutrino mixing angle θ13 by searching for a νe appearance signal in the Far

Detector. This is the focus of my thesis. I will discuss the physics motivation of this

measurement in the next chapter.



Chapter 3

MINOS νµ to νe oscillation Search

The neutrino mixing angle θ13 in the neutrino mixing matrix (1.93) is very important

for understanding neutrino mixing. The value of this parameter has not been mea-

sured yet. The current best limit on this parameter was set by the reactor neutrino ex-

periment CHOOZ: sin2 2θ13 . 0.15 (θ13 . 11.4◦) at 90% C.L. for ∆m2 = 2.4×10−3eV2

[61]. If θ13 is not zero, then we will ultimately be able to determine the ordering of the

neutrino masses (normal versus inverted mass hierarchy) and measure CP violation in

neutrino oscillations. There is theoretical speculation that CP violation by neutrinos

could be one aspect of understanding why the universe is composed solely of matter,

rather than equal amounts of matter and antimatter.

The MINOS experiment has the potential to constrain or make the first measure-

ment of the neutrino mixing angle θ13 by searching for a νe appearance signal in the

87
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Far Detector. The 3-flavor νµ → νe oscillation probability in vacuum is given by

P (νµ → νe) = |
3∑
i=1

U∗µiUeie
−im

2
i L

2E |2

= |U∗µ1Ue1e
−im

2
1L

2E + U∗µ2Ue2e
−im

2
2L

2E + U∗µ3Ue3e
−im

2
3L

2E |2

= |(−U∗µ2Ue2 − U∗µ3Ue3)e−i
m2

1L

2E + U∗µ2Ue2e
−im

2
2L

2E + U∗µ3Ue3e
−im

2
3L

2E |2

= |2U∗µ3Ue3e
−i∆32 sin ∆31 + 2U∗µ2Ue2 sin ∆21|2 (3.1)

where ∆ij ≡
m2
ijL

4E
≈ 1.27

(
∆m2

ijL

E

)
, ∆mij is measured in eV2, L is measured in km,

and E is measured in GeV . Here we have used the unitary condition U∗αiUβi = δαβ.

The last form of Eq.(3.1) is especially illuminating as the first term is the amplitude

associated with the atmospheric ∆m2 and the second term is the amplitude associated

with the solar ∆m2. Using the mixing matrix given in Eq.(1.93), we have

2U∗µ3Ue3 = e−iδ sin 2θ13 sin θ23

2U∗µ2Ue2 = sin 2θ12 cos θ23 cos θ13 +O(sin θ13) (3.2)

where δ is the CP-violating phase (often referred to as δCP ). Since the O(sin θ13) term

is multiplied by sin ∆21 in the amplitude, it is quadratic in the small quantities sin θ13

and the solar ∆m2 and therefore can be neglected at the distance of the MINOS

baseline. The oscillation probability can be written as

P (νµ → νe) = |e−i(∆32+δ) sin 2θ13 sin θ23 sin ∆31 + sin 2θ12 cos θ23 cos θ13 sin ∆21|2

= sin2 θ23 sin2 2θ13 sin2 ∆31 + cos2 θ13 cos2 θ23 sin2 2θ12 sin2 ∆21

+Jr sin ∆21 sin ∆31 cos(∆32 + δ)

= Patm + Psol + Pint (3.3)
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where Jr ≡ sin 2θ12 sin 2θ23 sin 2θ13 cos θ13 and Patm, Psol, Pint denote the atmospheric

term, the solar term, and the interference term. Using the best-fit parameters in

Table 1.2 (θ12 = 33.9◦ and θ23 = 45◦), Patm, Psol, Pint take the forms

Patm ≈ 0.5 sin2 2θ13 sin2 ∆31 (3.4)

Psol ≈ 0.4 sin2 ∆21 (3.5)

Pint ≈ 0.9 sin 2θ13 sin ∆21 sin ∆31 cos(∆32 + δ). (3.6)

Since ∆m21 � |∆m31|, the mass hierarchy ratio α ≡ ∆m21

∆m31
is small:

|α| ≡ ∆m21

|∆m31|
≈ 0.033, 0.030 . |α| . 0.037 (1σ) (3.7)

At the first oscillation maximum of the atmospheric ∆m2 scale, |∆31| ≈ |∆32| = π/2,

∆21 = |α|π/2, Patm, Psol, Pint become

Patm ≈ 0.5 sin2 2θ13 (3.8)

Psol ≈ 0.001 (3.9)

Pint ≈ −0.05 sin 2θ13 sin δ. (3.10)

Note that Pint takes the ‘-’ sign for both the normal mass hierarchy (∆32 = π/2)

and the inverted mass hierarchy (∆32 = −π/2). As long as sin2 2θ13 � 0.002 is sat-

isfied, the contribution of the solar term to the oscillation probability is negligible

compared with the atmospheric term. However, the interference term Pint is pro-

portional to sin 2θ13, while the leading term (atmospheric term) is proportional to

sin2 2θ13. Thus, the relative importance of the sub-leading terms grows as sin2 2θ13

gets smaller.

Fig.3.1 shows the probability of νµ → νe conversion from FNAL to Soudan for
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different δCP values assuming θ13 is at the CHOOZ bound. The distance between

FNAL and Soudan is L = 735km. For a 1.4 GeV neutrino energy (corresponding to

the first atmospheric oscillation maximum), the sub-leading terms can give a maximal

25% enhancement or suppression in the transition probability if δCP differs from 0.
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Figure 3.1: Probability of νµ → νe conversion from FNAL to Soudan as a function of
neutrino energy for different δCP values and for the normal neutrino mass hierarchy
(top) and the inverted mass hierarchy (bottom).

The neutrinos in the NuMI beam propagate through the Earth and matter induced

contributions to the propagation amplitude are non-negligible. These matter effects

have opposite sign for neutrinos and anti-neutrinos and for the normal versus inverted

neutrino mass hierarchies. In order to find the neutrino oscillation probabilities in the

matter, one has to solve the Schorödinger equation for the neutrino vector of state in
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the flavor basis |ν(t)〉 = (|νe(t)〉 |νµ(t)〉 |ντ (t)〉)T :

i
d

dt
|ν(t)〉 = H|ν(t)〉 (3.11)

with the effective Hamiltonian

H ' 1

2E
Udiag(0,∆m2

21,∆m
2
31)U † + diag(V, 0, 0). (3.12)

Here V is the charged-current contribution to the matter-induced effective potential

of νe [80, 81, 82]:

V =
√

2GFne ' 7.56× 10−14

(
ρ(x)

g/cm3

)
Ye(x) eV, (3.13)

where GF is the Fermi coupling constant, ne is the number density of electrons, ρ(x)

is the matter density along the neutrino path and Ye(x) is the number of electrons

per nucleon (Z/A). For the matter of the Earth through which the neutrinos in the

NuMI beam propagate, one has, to a very good accuracy, ρ ' 2.8g/cm3 and Ye ' 0.5.

The potential V leads to an additional phase in the neutrino propagation: ∆φmatter ≡

V t, where t is the time the neutrino traveled. The distance over which this “matter”

phase equals 2π defines the refraction length:

l0 ≡
2π

V
=

√
2π

GFne
. (3.14)

Unlike the vacuum oscillation length, lν = 4πE/∆m2, the refraction length does not

depend on the neutrino energy.

The three-flavor neutrino oscillation probabilities in matter can be calculated by

diagonalizing the effective Hamiltonian (3.12). The νµ → νe conversion can be ex-

panded in the mass hierarchy ratio α (3.7) and sin θ13. The series expansion of the
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transition probability in matter of constant density up to second order in both α and

sin θ13 is [112]:

P (νµ → νe) = sin2 2θ13 sin2 θ23
sin2[(1− A)∆31]

(1− A)2
+ α2 cos2 θ13 cos2 θ23 sin2 2θ12

sin2(A∆31)

A2

+αJr cos(∆31 + δ)
sin(A∆31)

A

sin[(1− A)∆31]

1− A
(3.15)

where

A ≡ l0
lν

=
2EV

|∆m2
31|

=
E

11GeV

2.4× 10−3eV 2

|∆m2
31|

Jr ≡ sin 2θ12 sin 2θ23 sin 2θ13 cos θ13 (3.16)

It is easy to verify that as A approaches 0 (as is the case in vacuum), the transition

probability in matter (3.15) becomes identical to the transition probability in vacuum

(3.3).

Fig.3.2 shows the probability of νµ → νe conversion from FNAL to Soudan as a

function of neutrino energy for different δCP values. Results are shown with and with-

out the matter effects. For the normal hierarchy, matter effects enhance (suppress)

the transition probability for neutrinos (anti-neutrinos) and vice versa for the inverted

hierarchy. For a 1.4 GeV neutrino energy, matter effects give a 25% enhancement or

suppression in the transition probability.

The sensitivity of a νµ → νe analysis depends on the separation of νe CC events

and π0 background events. There are also a small number of intrinsic νe neutrinos

in the NuMI beam originating from muon and kaon decays, which can obscure the

presence of small νµ → νe signals. There is additional source of contamination due

to τ → e decays in the Far Detector. Chapter 4 describes a neural network based

method for νe identification.

The MC simulation plays a very important role in the νµ → νe analysis. Chapter
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Figure 3.2: Probability of νµ → νe conversion from FNAL to Soudan as a function
of neutrino energy for different δCP values. Results are shown without the matter
effects (solid) and with matter effects included (dashed and dotted). The dashed line
(the upper line) assumes a normal mass hierarchy while the dotted line (the lower
line) assumes a inverted mass hierarchy.
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5 is devoted to the discussion of hadronic multiparticle production in the neutrino

interactions. An accurate modeling of the hadron species and energy distribution

in the neutrino-nucleon interactions is important for the correct modeling of shower

topology. We tuned the hadronization model using bubble chamber experimental

data in order to improve the MC simulation.

It was discovered that the νe selection algorithm is quite sensitive to the low pulse

height hits, especially the cross talk hits in the event. In Chapter 6, I will discuss the

impact of the low pulse height hits to the νe analysis, the improvement of the cross

talk simulations at both detectors, and how we can make the νe selection algorithm

less sensitive to the low energy hits.

A limit on θ13 can be set by comparing the number of Far Detector νe-like events

with the MC prediction assuming θ13 = 0. Because the expected appearance sig-

nal is very small, precise understanding of background is crucial. We measure the

background rate in the Near Detector and we predict the background rate in the

Far Detector by extrapolating the Near Detector background rate. The advantage

of the extrapolation is that many systematic errors cancel to a large extent since

they are present at both detectors. However, the extrapolation to the Far Detector

is complex for the νµ → νe analysis because different background sources extrapo-

late differently. The νµ CC background is suppressed in the Far Detector because of

νµ → ντ oscillation while the NC background remains unchanged. Thus some knowl-

edge about the relative contribution from different background sources is necessary.

Chapter 7 describes a method that can be used to obtain relative νµ CC and NC

contributions from comparison of background rates in the horn-on and horn-off con-

figurations. These two configurations give significantly different ratios of νµ CC to

NC backgrounds and thus a comparison of background levels can yield information

regarding relative contributions from these two sources.

The FD background predictions are mainly obtained through extrapolation. We
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discuss the FD background prediction, systematic errors, and MINOS sensitivity to

θ13 in Chapter 8. We show the final results of the νµ → νe oscillation analysis in

Chapter 9.



Chapter 4

Electron Neutrino Identification

The search for νµ → νe signal is based on detection of charged current νe interactions

in the MINOS Far Detector. The primary signature of a CC νe interaction in the

MINOS detectors is a shower consistent with the electromagnetic cascade in the ab-

sence of a long track. Thus it is very important to understand the differences between

electromagnetic and hadronic showers in the MINOS detectors. In this chapter, we

will first discuss the study done using the electron and pion data taken at the MI-

NOS Calibration Detector (CalDet), focusing on the distinct characteristics of the

electromagnetic showers. Then we will describe a neutral network based method for

selecting electron neutrinos in the MINOS detectors.

4.1 CalDet Electrons and Pions

The CalDet was built to determine the response of MINOS detectors to electromag-

netic and hadronic interactions in the few-GeV regime. During the years 2001-2003

CalDet was exposed to beams of p+, π±, e±, µ± between 0.4-10GeV at the CERN

Proton Synchrotron (PS) T7 and T11 test beams. The CalDet has a mass of 12

tons and was composed of 60 1m×1m steel scintillator planes. Each scintillator plane

96
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contained 24 strips with orientations going from horizontal to vertical on alternating

planes. Scintillator signals were transported to PMTs using the same WLS and clear

fibers as in the Near and Far Detectors. To allow estimation of systematic differences

between the two main detectors, CalDet ran with Far Detector electronics, Near De-

tector electronics and a hybrid mode where one side of the strips were read out using

FD electronics and the other side using ND electronics. Time-of-flight and threshold

Cerenkov Detectors were used to identify electrons, pions or muons, and protons.

Muon/pion separation was accomplished by considering the event topology.

This section discusses the studies on the electromagnetic and hadronic event

topologies using CalDet data. We will first show event displays of a typical 2 GeV/c

electron and a typical 2 GeV/c pion to demonstrate the general features of the elec-

tromagnetic and hadronic showers in the MINOS detectors. Then we will examine

the longitudinal and lateral distributions of the shower development. We will also

compare our results based on the CalDet measurements with external calculations or

simulations.

Fig.4.1 shows a typical 2 GeV/c electron and a typical 2 GeV/c pion in the

CalDet. The x axis denotes the beam (longitudinal) direction and the y axis denotes

the transverse direction in two views. The color represents the pulse height of hits

which is in MIPs. The beam particles enter the detector at around strip number 11.

The outlier hits are created through PMT crosstalk (a small fraction of light injected

into one PMT pixel is leaking into the neighboring pixels). The following differences

in shower development can be seen in the event displays:

• The longitudinal development of electron showers is more compressed; they

reach shower maximum earlier and are somewhat shorter; the hadronic showers

are more scattered and are usually longer. Frequently a pion will go through

several planes determined by the pion interaction length before showering.
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Figure 4.1: A typical 2 GeV/c electron (top 2 plots) and a typical 2 GeV/c pion
(bottom 2 plots) in two views in the CalDet. The color scale represents the pulse-
height which is in MIPs.
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• Electron showers are narrower than hadronic showers.

The above differences in the longitudinal and transverse shower characteristics

are the basis of any methods that can separate the electromagnetic showers from

the hadronic showers. High energy electrons can undergo bremsstrahlung process

and emit high energy photons. The photons, in turn, materialize through e+e− pair

production. It is through a succession of these energy loss mechanisms that the elec-

tromagnetic cascade is propagated, until the energy of the charged secondaries has

been degraded to the regime dominated by ionization loss. Hadrons will initiate show-

ers through their strong interactions with the nuclei in the absorber medium. The

development of a hadronic shower is much more complex as there are many inter-

actions which might occur, far more than the processes of bremsstrahlung and pair

production which dominate electromagnetic shower formation. The strong interac-

tions which produce the shower will give multiple particles with a typical transverse

momentum of 350 MeV/c, giving a shower with fairly large transverse dimensions

together with a forward-going core of fast leading particles.

Now we take a close look at the longitudinal profiles of the shower development.

Fig.4.2 shows the average energy deposition on each plane for 2 GeV/c electrons and

pions. The error bar represents the spread (rms) of energy loss on each plane. It can

be seen that the hadronic shower development has larger fluctuations. The depth of

each plane is plotted in units of radiation length. The radiation length is defined as

the distance over which a high-energy electron or position loses, on average, 63.2%

(i.e. 1-e−1) of its energy by bremsstrahlung. It is also 7/9 of the mean free path for

e+e− pair production by a high-energy photon. It is usually measured in g/cm2. The

radiation length for a mixture of different materials can be calculated as follows

1

X0

=
∑
i

Vi
Xi

(4.1)
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Figure 4.2: The average longitudinal shower profile for 2GeV/c electrons and pions
in CalDet. The error bar represents the spread (rms) of energy loss.

in which Vi and Xi are the fraction by volume and the radiation length (expressed in

cm) of the ith component of the mixture. Eq.(4.1) may be used to calculate the effec-

tive radiation length of a calorimeter consisting of a variety of different materials. Let

us consider the MINOS detectors, which are steel-scintillator sampling calorimeters.

The steel and scintillator are arranged into a “sandwich” structure: a layer of 1 cm

thick scintillator is attached to a layer of 2.54 cm thick steel plate to form a plane.

The successive planes are separated by a 2.41 cm wide air-filled gap. The radiation

lengths of steel, scintillator (polystyrene) and air are 1.76 cm, 47.9 cm and 3.04×104

cm, respectively, and the fractional volume occupied by these elements is 42.7% for

steel, 16.8% for scintillator and 40.5% for air. Therefore, we find the effective radia-

tion length is: Xeff = (0.427/1.76+0.168/47.9+0.405/3.04×104)−1 = 4.06 cm. The

distance between two successive planes is 5.95 cm ' 1.47 radiation lengths.

Fig.4.3 shows the average longitudinal shower profile for electrons between 0.6

GeV/c and 4 GeV/c. The error bar represents the uncertainty on the mean energy

deposition (calculated as spread/
√
N , where N is the number of data events ob-

tained in each bin), which is negligible. The mean longitudinal profile of the energy
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deposition in an electromagnetic cascade is reasonably well described by a gamma

distribution [113]:
dE

dt
= E0b

(bt)a−1e−bt

Γ(a)
(4.2)

where E0 is the total energy deposited, parameter a describes the rise of the profile

while parameter b describes the tail of the profile, t is the depth in radiation lengths.

Both E and E0 are measured in MIPs. The results of the fits are shown in Fig.(4.3).

The errors represent statistical uncertainties.

Fig.4.4 shows the best fit parameters E0, a and b as a function of electron energy.

These parameters can be parameterized as follows:

E0(MIP) = −0.5 + 66.4× Eel (4.3)

a = 2.9 + 0.51× ln(Eel) (4.4)

b = 0.55− 0.002× Eel (4.5)

where the electron energy Eel is measured in GeV.

Eq.(4.3) describes the detector response to electrons and is consistent with the

measurement in [97]:

E0(MIP) = −1.46 + 65.8× Eel. (4.6)

The small negative offset -0.5 can be interpreted as the upstream energy loss of the

electron beams.

According to Eq.(4.2), the maximum shower development occurs at tmax = (a−

1)/b. If we ignore the small energy dependence of parameter b and assume b ' 0.54,

tmax can be written as

tmax = (a− 1)/b = 3.5 + 0.94× ln(Eel). (4.7)
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Figure 4.3: The average longitudinal shower profile for electrons in CalDet with
various momenta.
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Figure 4.4: Best fit parameters E0, a and b as a function of electron energy.

It is convenient to introduce the scale variables y = Eel/Ec where Ec is the critical

energy. Ec is defined as the electron energy at which the average energy loss due to

radiation equals that due to ionization and is given by [114]

Ec(MeV) =
610

Z + 1.24
(4.8)

for solid, where Z is the atomic number of the target material. For steel, Ec '

22.4 MeV. Thus tmax now takes the form

tmax = 0.94× ln(y)− 0.07. (4.9)

A similar form was obtained by Rossi in the context of his “Approximation B” [115]:

tmax = 1.0× ln(y)− 1.0. (4.10)

Another form was obtained using a simulation program EGS4 [114, 116]:

tmax = 1.0× ln(y)− 0.5. (4.11)

The comparison of our result with these forms is shown in Fig.4.5. Our result is close
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to the prediction of EGS4, which is a modern simulation program.
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Figure 4.5: Maximum shower development tmax as a function of y = E/Ec.

Now we examine the lateral distributions of the shower development. Fig.4.6

shows the fraction of energy loss as a function of the transverse position for 2 GeV/c

electrons and pions. The error bar represents the spread (rms) of the fractional

energy loss. The lateral granularity of the MINOS calorimeter is 4.1cm which is the

scintillator strip width. It can be seen in the two plots that the electromagnetic

showers are narrower than the hadronic showers. The electrons lose most of their

energy within 2-3 strips while the pions manifest large radial spread.

Fig.4.7 shows the fraction of energy loss as a function of the transverse position for

electrons between 0.6 GeV/c and 4 GeV/c. The error bar represents the statistical

uncertainty on the mean fractional energy loss. The distributions are fitted to a

gaussian function and the width (σ) from the gaussian fits is shown in the plots.

Fig.4.8 shows the average shower width as a function of the electron energy. It shows

a small energy dependence:

σ = 3.15− 0.06× E(GeV ). (4.12)
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Figure 4.6: Fraction of energy loss as a function of the transverse position for 2
GeV/c electrons and pions in CalDet. The error bar represents the spread (rms) of
the fractional energy loss.

which means that as the electron energy increases, the electromagnetic shower be-

comes narrower.

The transverse development of electromagnetic showers in different materials scales

fairly accurately with the Molière radius RM . It is defined in terms of the radiation

length X0 and the critical energy Ec, as follows:

RM = X0Es/Ec (4.13)

where Es ≡ mec
2
√

4π/α = 21.2MeV is the scale energy. On average, 90% of the

shower energy is deposited in a cylinder with radius RM around the shower axis. The

Molière radii of mixtures of different elements may be calculated in the same way as

the radiation length:
1

RM

=
1

Es

∑
i

ViEci
Xi

(4.14)

in which Vi, Xi and Eci are the fraction by volume, the radiation length (expressed in

cm) and the critical energy (expressed in MeV) of the ith component of the mixture.
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Figure 4.7: Fraction of energy loss as a function of the transverse position for electrons
in CalDet with various momenta.
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Figure 4.8: Average shower width as a function of the electron energy.

The effective Molière radius of the MINOS calorimeter is 3.7 cm, which is of the same

order as the shower width we measured in Eq.(4.12).

In summary, we have examined the properties of EM showers using CalDet data

and verified the measured EM shower properties agree with external measurements

and theoretical expectation. We also demonstrated the major topological differences

between the electromagnetic and hadronic showers, i.e. the EM showers are generally

compact and narrow while the hadronic showers are often more scattered and have

larger fluctuations. In the next section, we will describe a neural network based νe

identification method that takes into account the differences between the electromag-

netic and hadronic showers.

4.2 MINOS Electron Neutrino Identification

4.2.1 Overview

The sensitivity of the MINOS νµ → νe analysis depends on the separation of νe CC

events and background events. The task of the νe identification algorithm is to look for



108 CHAPTER 4. ELECTRON NEUTRINO IDENTIFICATION

the presence of an electron in the final state of the neutrino interactions, taking into

account the differences between EM showers and hadronic showers described in the

previous section. However, the νe identification is more difficult than the separation

of electrons and charged mesons. The electron neutrino can create a bunch of hadrons

by exchanging a W boson with the target nucleon. The neutrino itself turns into an

electron in this process. Depending on the kinematics of the interaction, sometimes

the energy of the hadrons can be much larger than the energy of the electron, in

which case it is almost impossible to identify the electron. Moreover, because of

the limited granularity of the MINOS calorimeter, it is difficult to separate π0’s and

electrons. The dominant background in the νe analysis is the π0 produced via NC

interaction. Other background sources consist of νµ CC interaction with a short muon

track and π0’s, and the intrinsic νe component in the νµ neutrino beam. In the Far

Detector, there is additional background source: ντ from νµ → ντ oscillations followed

by τ → e/π0 decays.

The strategy of selecting νe CC events inside the detector can be summarized as

follows: first we apply some pre-selection cuts to remove events that are obvious back-

ground events; then we compute several variables that describe the event topology

and feed them into a neural network to enhance the signal/background separation.

We only expect to see potential νµ → νe oscillation signals in the Far Detector,

thus we tune the neural network based on the Far Detector MC. Throughout this

section, we use the following oscillation parameters:

sin2(2θ13) = 0.15(CHOOZ’s bound), |∆m2
31| = 2.4× 103eV2, sin2(2θ23) = 1. (4.15)

We ignore the solar terms, terms the CP violating phases, and the matter effects in

calculating the oscillation probabilities. We assume an exposure of 3.25 protons on

target (POTs) which corresponds to roughly 2 years of running.
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We are only interested in the neutrino interactions that occur inside the detector

and away from the magnet coil hole. Thus we apply the fiducial volume cuts to

remove events that occur in the periphery of the detector or close to the coil hole.

The Far Detector fiducial volume cuts we use in the νe analysis are:

0.5 ≤
√
x2 + y2 ≤

√
14, 0.48 ≤ z ≤ 14.28 or 16.26 ≤ z ≤ 27.97 (4.16)

where (x,y,z) are the coordinates of the reconstructed event vertex, and z axis is along

the beam direction. The lower radial cut is to exclude the coil hole. The two intervals

of z cut correspond to the two super-modules.

4.2.2 Pre-selection Cuts

Pre-selection cuts: 1) reject events with a long track (predominantly νµ CC back-

grounds); 2) reject events in which the visible energy does not fall with in the range

of interest.
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Figure 4.9: FD Track planes and track-like planes distributions after fiducial volume
cuts.

Fig.4.9 shows the track length in number of planes that the track traverses for

events in the fiducial volume. Track-like planes refer to the “clean” hit planes in the
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track, a clean plane is one in which the plane is free from the presence of non-track

associated hits. The signal events usually have no reconstructed track or a very short

track. A large number of νµ CC events have a long track from the muon. We remove

those νµ CC background events by only accepting events satisfying the two track

length cuts:

• Track planes<25, Track-like planes<16
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Figure 4.10: FD Reconstructed energy distributions after fiducial volume cuts and
track length cuts.

Fig.4.10 shows the reconstructed energy distributions for events passing the fiducial

volume cuts and the track length cuts. After the track length cuts, the NC events

become the dominant background. We apply the following energy cut to further

reduce background events:

• 1 < Ereco < 8 GeV

The νµ → νe oscillations are highly suppressed at high energies. Thus we remove all

events above 8 GeV. Note the beam νe distribution has a high energy tail. These
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high energy beam νe events are mostly from kaon decays. Since they are real electron

neutrinos, the high energy cut is the only effective way of rejecting them. A lot of NC

events have visible energy below 1 GeV while only a small fraction of signal events

have such low energy, thus we remove all events below 1 GeV.

There are several other cuts we apply in addition to the cuts described above.

One cut requires that there should be at least one hit on each of 5 contiguous planes

(these 5 planes can be anywhere inside the event). This cut aims to remove poorly

reconstructed events. Furthermore, the pre-selection only accepts events which have

more than zero showers. In the Far Detector, additional cuts are applied to remove

cosmic ray background. After the pre-selection cuts, the signal over background ratio

improves from 1:55 to 1:12 if θ13 is at CHOOZ limit. At this stage, most events

only consist of one well reconstructed shower. The next step is to compute some

topological variables and feed them into a neural network to further enhance the

signal and background separation.

4.2.3 PID Variables

Over the past few years, a lot of effort within MINOS collaboration has been devoted

to understanding the topological differences between the signal and background events

and calculating quantities that can be used in the particle identification (PID) algo-

rithms. In this section we describe several variables computed with FD MC for νe

selection. Fig.4.11 shows the distributions of 11 variables that describe the longitu-

dinal and lateral shower characteristics. In computing these variables, we use only

hits whose pulse-heights are greater than 2 PE in order to eliminate the dependency

of the νe selection algorithm on the low pulse-height hits, in particular, the crosstalk

hits. The justification of this 2 PE cut will be discussed in detail in Chapter 6. The

meanings of the 11 variables are described as follows:
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Figure 4.11: Distributions of the 11 variables used in the artificial neural network.
Distributions are area normalized and only events passing the pre-selection cuts are
used in making these plots.
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• shwfit.par a, shwfit.par b We fit the longitudinal profile of the energy loss

of an event to a gamma function Eq.(4.2). These two variables are the best fit

parameters a and b. Parameter a describes the rise of the longitudinal shower

profile while parameter b describes the tail of the profile. A small b value means

the shower profile has a long tail. It can be seen from the first 2 plots in Fig.4.11

that parameter a is less discriminative than parameter b. We show parameter

a just for completeness. For νe events, parameter a peaks at around 3 and

parameter b peaks at around 0.5. These values are consistent with our CalDet

measurements described in the previous section.

• shwfit.LongE This is defined as the sum of the magnitudes of the longitudinal

projections of the vectors defined by each hit and the vertex. Each vector is

multiplied by the hit pulse height.

• shwfit.uv rms 9s 2pe dw This variable is the RMS of the transverse energy

loss profile of a shower. It describes how narrow a shower is. “9s 2pe dw”

means we ignore hits that are more than 9 strips away from the event vertex

transversely and weight each strip by pulse-height squared instead of pulse-

height to downgrade the importance of the low pulse-height hits. The reason is

to make this variable less sensitive to the crosstalk hits.

• shwfit.uv molrad peak 9s 2pe dw This variable is the radius (in the num-

ber of strips) of an imaginary cylinder around the shower axis which contains

90% of the visible event energy (Molière radius). “9s 2pe dw” has the same

meaning as in the variable shwfit.uv rms 9s 2pe dw.
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• mstvars.e4w+o4w We form a Minimal Spanning Tree 1 from hits whose pulse

height is larger than the average pulse height. This variable is the sum of

distances between hits in the Minimal Spanning Tree.

• fracvars.fract n planes (n=2, 4, 6) We define a n plane sliding window and

move the window through the event and find the maximum energy loss in the

n plane window. This variable is the ratio of the maximum energy loss in the

n plane sliding window over the total event energy. It describes how condensed

the energy deposition is longitudinally. The νe events tend to have larger ratios

of energy loss in the sliding window.

• fracvars.fract 8 counters We find the 8 strips in an event with the maximum

energy deposition. This variable is the ratio of the total energy in the 8 strips

over the total event energy. If an event has less than 8 strips, we assign 1 to this

variable. This variable describes how likely the particles lose a lot of energy in

a few strips.

• fracvars.fract road We find the shower axis by doing a energy weighted least

squares fit to the position of the shower strips. Then we identify all the strips

whose center is located within 1.5 strip widths with respect to the shower axis.

This variable is defined as ratio of the total energy in those strips over the event

energy. This is found to be one of the most powerful variables. Because the

EM shower is generally narrower than the hadronic shower, this ratio is peaked

towards one for the signal events. In constrast, this ratio for NC and νµ CC

background events gives a much broader distribution.

1Given a connected, undirected graph, a spanning tree of that graph is a subgraph which is a tree
and connects all the vertices together. We can also assign a weight to each edge, which is a number
representing how unfavorable it is. A minimum spanning tree or minimum weight spanning tree is
then a spanning tree with weight less than or equal to the weight of every other spanning tree.
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These 11 variables are used to construct a neural network for the νe identification,

which is discussed in the next section. We investigated the effect of adding more

input variables to the neural network but the additional variables did not improve

its performance (signal/background separation, robustness, etc.). Thus we decided

to use only the 11 variables described in this section.

4.2.4 Constructing ANN

There is a growing interest in modern high energy physics experiments in the use of

algorithms based on artificial neural networks (ANN) and related methods in order

to perform data analyses. An ANN is composed of a large number of highly intercon-

nected processing elements (neurones) working in unison to solve specific problems.

It is configured for a specific application, such as pattern recognition or data classi-

fication, through a learning process. Learning involves adjustments to the synaptic

connections that exist between the neurones.

TMultiLayerPerceptron is a ROOT implementation of ANN. It is a simple feed-

forward2 network based on the MLPfit package. A typical structure of this ANN is

illustrated in Figure 4.12. We employ this ROOT class to build a neural network

for the electron neutrino identification. For each event we compute 11 variables as

described in the previous section and use them as the input to the ANN. We use νe

CC events that pass the νe pre-selection cuts as the signal sample while we use the

NC and νµ CC events that pass the νe pre-selection cuts as the background sample.

Both the signal and the background events are weighted based on the neutrino oscil-

lation probabilities. The training sample is split automatically into two independent

samples, one sample for tuning the network weights, the other sample to check the

performance of the network after each round of tuning in order to avoid overtraining.

2Feed-forward ANNs allow signals to travel one way only, from input to output. There is no
feedback (loops) i.e. the output of any layer does not affect that same layer.
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Figure 4.12: A typical architecture of an ANN. It is composed of an input layer, a
hidden layer and an output layer.

The architecture of the final ANN is 11:6:6:1. It has one input layer, two hidden

layers and one output layer. The input layer has 11 nodes which correspond to the

11 input variables. The output layer has one node. Each of the two hidden layers

has 6 nodes. This neural network is often referred to as ANN11 in the νe analy-

sis. We also tried other multivariate analysis algorithms including boosted decision

trees and different implementations of neutral network in the framework of TMVA

Toolkit [117] and they all gave very similar results in terms of signal efficiency and

background rejection as obtained by the root class TMultiLayerPerceptron.

Fig.4.13 shows the ANN output for νe signal events and various background com-

ponents. The signal distribution is scaled up by a factor of 10 for clarity. The ANN

does a decent job in separating signal and background. However, there is a large

overlapping between signal and background events. This is caused by the limited

granularity of the MINOS detectors since they are not optimized for the νe search.
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Figure 4.13: The ANN output for signal and different background components. The
signal distribution is scaled by a factor of 10 for clarity. Pre-selections cuts are applied.

In order to optimize the cut on the ANN output, we choose this equation as the

figure of merit (FOM):

FOM ≡ N sig/
√

(σbgstat)
2 + (σbgsyst)

2 = N sig/
√
N bg + (10%×N bg)2 (4.17)

where N sig and N bg denote the numbers of signal events and background events,

respectively. Here we assume a 10% systematic error on the number of predicted

background events. This FOM was chosen because it represents the statistical sig-

nificance of observed signal events with a given number of background events. It is

directly related to the limit we can impose on the neutrino oscillation parameter θ13

if we do not observe any signal events in the Far Detector.

Fig.4.14 shows the FOM as a function of the cut on the ANN output. The signal

is computed at CHOOZ limit. In order to get the maximum FOM, we shall place the
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Figure 4.14: Figure of Merit (FOM) as a function of the cut on the ANN output.
The signal is calculated at the CHOOZ limit.
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Figure 4.15: Number of accepted signal events and background events as a function
of the cut on the ANN output. The signal is calculated at the CHOOZ limit.
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cut at 0.7:

ANN output > 0.7 (4.18)

The maximum FOM is 1.37. Fig.4.15 shows the number of accepted signal and

background events as a function of the cut on the ANN output.

Table 4.1 summarizes the data reduction at different cut levels. This neural net-

work based algorithm is able to accept roughly 39% of the signal events while rejecting

99% of the νµ CC background events and 93% of the NC background events. Fig.4.16

shows the background composition after applying all the νe selection cuts. The back-

ground is dominated by the NC interactions.

νosce background νµ CC NC νbeame CC ντ CC FOM

Fid. Vol. Cuts 23.6 1268.8 889.9 353.7 16.8 8.3 0.66

Pre-selection Cuts 18.6 218.0 66.0 141.7 5.8 4.5 1.26

ANN11 PID>0.7 9.3 34.1 5.2 25.7 2.2 1.0 1.37

efficiency/rejection 39.4% 2.7% 0.6% 7.3% 13.1% 12.0%

Table 4.1: Summary of Far Detector data reduction. The oscillation parameters are
|∆m2

31| = 2.4 × 10−3eV 2, sin2 2θ13 = 0.15 (CHOOZ limit), sin2 2θ23 = 1. We assume
POT = 3.25×1020 (2-year exposure). FOM is defined as N sig/

√
N bg + (10%×N bg)2.

The following plots show the performance of the ANN. Fig.4.17 shows the recon-

structed energy distributions of events after applying all the νe selection cuts. Fig.4.18

and Fig.4.19 show the energy spectra of background events and signal events at var-

ious νe selection cut levels. Fig.4.20 shows the νe selection efficiency and purity as a

function of energy. The νe selection efficiency decreases at high energies as contrary

to what one would expect since it is usually easy to identify high energy electrons.

The reason may be that we weigh the signal events by the oscillation probabilities

in the training sample thus high energy νe events are highly suppressed. The neural

network therefore preferably selects low energy νe events. Note that we also apply a
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Figure 4.16: Far Detector background composition after applying all the νe selection
cuts.

high energy pre-selection cut E < 8GeV to eliminate high energy beam νe background

from kaon decays.Fig.4.21 shows the breakdown of Far Detector accepted signal and

background events as number of π0’s in the final state. The signal is dominated by the

0π0 events while the background is dominated by the single-π0 and multi-π0 events.

Fig.4.22 shows the breakdown of Far Detector accepted signal and background events

as the interaction type. The signal has almost equal contributions from QE, RES and

DIS interactions while the background is dominated by the DIS interactions.

4.3 Near Detector Data Monte Carlo Comparisons

We have described the ANN we constructed based on the Far Detector Monte Carlo.

It is very important to understand the Near Detector data in terms of the detector
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Figure 4.17: Reconstructed energy distributions of events that are accepted by the
ANN as νe-like events.
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Figure 4.18: Energy spectra of background events at various νe selection cut levels.



122 CHAPTER 4. ELECTRON NEUTRINO IDENTIFICATION

recoE
0 2 4 6 8 10

N
um

be
r 

of
 E

ve
nt

s

0

1

2

3

 Signalosc
eνMINOS Far Detector MC, 

Fid. Vol. Cuts

Pre-selection Cuts

ANN PID Cut

 Signalosc
eνMINOS Far Detector MC, 

Figure 4.19: νe Energy spectra of signal events at various νe selection cut levels.

recoE
0 2 4 6 8 10

E
ffi

ci
en

cy
/P

ur
ity

0

0.2

0.4

0.6

0.8

1
 Signalosc

eνMINOS Far Detector MC, 

Efficiency
Purity

2eV-310×|=2.42
31 m∆|

=123θ22sin

=0.1513θ22sin

 Signalosc
eνMINOS Far Detector MC, 

Figure 4.20: νe selection efficiency and purity.



4.3. NEAR DETECTOR DATA MONTE CARLO COMPARISONS 123

(73.7 %)

0π0 

(21.5 %)

0πsingle-

(4.8 %)

0πmulti-

 Signalosc
eν  Signalosc
eν

(44.4 %)

0πsingle-

(37.6 %)

0πmulti-
(18.0 %)

0π0 

BackgroundBackground
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performance, and the event reconstruction. The purpose of the MINOS Near Detec-

tor for the νe analysis is to measure and study the background rate. Near Detector

measurements will verify and check the accuracy of the neutrino beam simulation,

cross section modeling and detector response simulation. This task is of great impor-

tance for the Far Detector background prediction. In this section, we will show the

Near Detector data and MC comparisons for some of the νe pre-selection variables,

the ANN11 PID, and the energy spectra of selected νe candidates.

We sampled one sixth of the ND data taken between May 2005 and February

2007 as our data sample. The total number of protons on target (POTs) for the

selected ND data sample is 4.55× 1019. The total ND MC sample used corresponds

to 1.77×1020 POT. We apply cuts to remove events when the beam parameters failed

the “good beam” conditions and when the detector had some malfunction. The Near

Detector fiducial volume cuts we use in the νe analysis are:

√
(x− 1.4885)2 + (y − 0.1397)2 ≤ 0.8, 1 ≤ z ≤ 5 (4.19)

where (x,y,z) are the coordinates of the reconstructed event vertex, and z axis is

along the beam direction. Coordinates (1.4885m, 0.1397m) represent the position of

the beam center on the detector front face. In the comparison Figures below, both

the data and MC distributions are normalized to 1× 1019 POTs.

Fig.4.23 shows the track length in number of planes that the track traverses for

events in the fiducial volume. Track-like planes refer to the “clean” hit planes in the

track, a clean plane is one in which the plane is free from the presence of non-track

associated hits. The MC simulation agrees reasonably well with the data.

Fig.4.24 shows the reconstructed energy distributions for events passing the fidu-

cial volume cuts and the track length cuts. In the energy range we are interested in

(1GeV to 8GeV), the MC agrees with data within 10%.
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Figure 4.23: ND Track planes and track-like planes distributions after fiducial volume
cuts.
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Fig.4.25 shows the distributions of the 11 variables which are inputs to the ANN.

In computing these variables, we use only hits whose pulse-heights are greater than

2 PE to eliminate the PMT crosstalk hits. Data and MC agree within 20% for most

of the distributions.

Fig.4.26 shows the ANN output for the ND data and MC events that pass the νe

pre-selection cuts. The breakdown of MC distribution is also shown. Fig.4.27 shows

the reconstructed energy spectra of the data and MC events accepted by the ANN

PID as νe candidates (ANN11>0.7).

Apparently the MC simulation does not represent the data very well especially

in the region we are interested in (highly νe-like events). The νe selection algorithm

selects only a very small fraction of the total events. It turns out that the modeling

of those particular events (highly νe-like, usually with a big π0 contribution) is very

sensitive to many aspects of the MC simulation, which include the detailed modeling

of the hadrons resulting from neutrino interactions, in particular the π0 component,

and the hadron intranuclear rescattering. Studies have shown that tweaking those

aspects of the MC simulation can vary the MC background rate by as much as 30%.

However, the method we adopted for the Far Detector background rate prediction is

rather independent of the uncertainties in the physics simulation. We measure the

background rate at the Near Detector, which we extrapolate to the Far Detector using

the MC information to get the Far Detector background prediction:

NPredicted
Far = NData

Near × (
NFar

NNear

)MC (4.20)

The measurements we perform at the Near Detector are only statistically limited and

the statistical error is negligible since we have almost infinite data at the ND. A lot of

uncertainties especially the ones on the physics simulation cancel in the MC far over

near ratio. This is the advantage of having two detectors in a neutrino oscillation
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Figure 4.25: Distributions of the 11 variables used in the artificial neural network.
Both data and MC are normalized to 1 × 1019 POTs and only events passing the
pre-selection cuts are used in making these plots.
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Figure 4.26: The ANN output for signal and different background components. Pre-
selections cuts are applied.
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Figure 4.27: Reconstructed energy distributions of events that are accepted by the
ANN as νe-like events.
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experiment. We believe the Far Detector background prediction is quite robust even

though we may have a large systematic error on the physics simulation. Now we

demonstrate this with an example. In 2007, the MINOS physics simulation group

discovered that the treatment of hadron intranuclear rescattering in the simulation

program intranuke was not consistent with the external measurements made by the

bubble chamber experiments. The hadron absorption probability was underestimated

by roughly 10%. After the intranuke model was corrected, a new set of MC was

generated. The comparison of the MC with the improved intranuke model to the MC

with the wrong (default) intranuke model was depicted in Fig.4.28 for the ND (a)

and FD (b) MC. Changing the intranuke model changes the energy spectra of events

that pass the νe PID selection by roughly 10%. However, the changes go in the same

direction between the ND and the FD, thus one would expect the effect on the far/near

ratio is minimal. Fig.4.29 shows the Far/Near ratios as a function of reconstructed

energy for NC events and νµ CC events that are accepted as νe candidates. The ratios

are indeed very consistent between the two MC samples. The NC ratios are relatively

flat because the neutrino oscillations do not change the NC event rate at the FD.

The CC ratios are lower at low energies due to the νµ → ντ (νe) oscillations while

the ratios flatten as energy increases since the oscillations are suppressed at higher

energies. We do not show the far/near ratio for the beam νe events here since their

contribution to the FD background rate is small and thus is taken from MC, i.e. not

from extrapolation from the ND. The number of ντ CC background events at FD is

also estimated from MC since they do not exist at ND.

Table 4.2 summarizes the numbers of accepted events at both detectors for the two

MC sets. Changing the intranuke model can change the numbers of NC and νµ CC

background events by 10% to 15% at each individual detector, but the far/near ratios

remain unchanged within statistics. This result indicates that the MC far/near ratio

is quite robust and largely independent of the uncertainties in the physics simulation.
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Figure 4.29: Far/Near ratios as a function of reconstructed energy for NC events and
νµ CC events that are accepted as νe candidates. The nominal oscillation probabilities
are applied to the FD spectra. ND MC and FD MC are normalized to the same
exposure.

νosce NC νµ CC νbeame CC ντ CC

FD
MC(Def.) 9.29±0.02 25.71±0.09 5.19±0.05 2.21±0.04 1.00±0.01

MC(INu.) 9.17±0.02 21.90±0.10 4.49±0.06 2.20±0.05 0.98±0.01
INu/Def-1 -1.3% ±0.3% -14.8% ±0.5% -13.5% ±1.5% -0.5% ±3.1% -1.8% ±1.7

ND
MC(Def.) 4429±17 1742±10 593±6

MC(INu.) 3758±27 1539±16 611±10
INu/Def-1 -15.1% ±0.7% -11.7% ±1.1% 3.0% ±2.0%

(F/N)I/(F/N)D-1 0.4% ±1.0% -2.1% ±2.0% -3.4% ±3.6%

Table 4.2: Numbers of accepted events at both detectors for MC with default
intranuke model (Def.) and MC with the corrected intranuke model (INu.). The
oscillation parameters are |∆m2

31| = 2.4 × 10−3eV 2, sin2 2θ13 = 0.15, sin2 2θ23 = 1.
The numbers are normalized to FD POT = 3.25 × 1020 (2-year exposure) and ND
POT = 1× 1019. The errors are only statistical errors.
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The uncertainties in the hadronization and intranuclear rescattering processes do

not really affect genuine νe events since their most relevant feature is electromag-

netic shower development which is well modeled according to CalDet data and MC

comparisons.

4.4 Summary

In this chapter, we have described the strategy of identifying νe CC events. We first

showed the characteristics of EM shower and hadronic show in MINOS detectors

using CalDet data. We then described the separation method, focusing on a neural

network based νe selection algorithm. The ANN technique provides a useful method

of selecting νe CC interactions for the νe appearance analysis. It accepts 40% of the

νe signal events while rejecting 99% of the νµ CC and 93% of the NC background

events. We also described how we predict FD background using ND data and MC

Far/Near ratios. Finally we showed that our method of FD background prediction is

robust to physics uncertainties.



Chapter 5

MINOS Hadronization Model

5.1 Introduction

Neutrino-induced hadronic shower modeling is an important aspect of neutrino inter-

actions in the few-GeV range. The hadronization model (often referred to as fragmen-

tation model) refers to the part of simulation that determines the final state particles

and 4-momenta given the nature of a neutrino-nucleon interaction (CC/NC, ν/ν̄, tar-

get neutron/proton) and the event kinematics (W 2, Q2, x, y etc). The hadronization

model is very important for the MINOS experiment, especially for the shower model-

ing. For the νµ → νe appearance analysis, as we have shown in the previous chapter,

the background is dominated by the π0’s generated via NC interaction. Thus the

evaluation of background coming from NC events is quite sensitive to the details of

the NC shower simulation and specifically the π0 shower content.

The original hadronization model that MINOS used was a KNO-based [120] em-

pirical model implemented in the NEUGEN Monte Carlo generator [101]. The old

KNO model was tuned to reproduce the experimentally measured total hadronic mul-

tiplicities but had some drawbacks, which originated from the treatment of secondary

hadrons in the hadronic center-of-mass system (c.m.s.). The old KNO model assumed

133
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that those hadrons are isotropically distributed in the hadronic c.m.s. But in reality,

the baryon of the shower particle content tends to propagate in the backward direc-

tion (xF < 0) while the mesons propagate in the forward direction - current direction

(xF > 0)1. The consequence is that the mesons acquire more energy than the baryon

does when boosted to the LAB frame.

In order to improve the MINOS MC simulation, we have developed a new hadroniza-

tion model, namely the Andreopoulos-Gallagher-Kehayias-Yang (AGKY) model to

replace the old one. We use the PYTHIA/JETSET [105] model to simulate the

hadronic showers at high hadronic invariant masses. We also developed a phenomeno-

logical description of the low invariant mass hadronization since the validity of the

PYTHIA/JETSET model, for neutrino-induced showers, is known to deteriorate as

one approaches the pion production threshold. The phenomenological model we de-

veloped is also a KNO-based model but with a lot of improvements over the old model.

This chapter focuses on the detailed description of the AGKY hadronization model

and the tuning and validation of this model using bubble chamber experimental data.

5.2 The AGKY Model

5.2.1 Overview

The AGKY model, which is now the default hadronization model in the neutrino

Monte Carlo generators NEUGEN [101] and GENIE-2.0.0 [118], includes a KNO-

based effective description of the low invariant mass neutrino-induced hadronization

while at higher masses it gradually switches over to the PYTHIA/JETSET model.

The transition from the KNO model to the PYTHIA/JETSET model takes place

gradually, at an intermediate invariant mass region, ensuring the continuity of all

1xF = P ∗
L/P

∗
Lmax = Feynman-x ' P ∗

L/(W/2), where P ∗
L is the longitudinal momentum of the

particle in the hadronic c.m.s and P ∗
Lmax is its maximum kinematic value.
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simulated observables as a function of the invariant mass. This is accomplished by

using a transition window [W tr
min,W

tr
max] over which we linearly increase the fraction of

neutrino events for which the hadronization is performed by the PYTHIA/JETSET

model from 0% at W tr
min to 100% at W tr

max. The default values used in the AGKY

model are:

W tr
min = 2.3 GeV/c2,W tr

max = 3.0 GeV/c2 (5.1)

The typical kinematic regions over which the different hadronization models apply

are shown graphically in Fig.5.1 superimposed on top of the expected invariant mass

distribution of the hadronic system in the neutrino interactions in the MINOS Near

Detector using the NuMI muon neutrino beam [57]. The shaded area shows the

resonance contribution for which the Rein-Sehal model [102] is used. This model,

including the resonances and a non-resonant background, describes the Nπ mass

distributions, the cross section as functions of neutrino energy, and the steeply falling

Q2 distributions at low W < 1.4 GeV reasonably well.

The main thrust of this work was to develop the model at the low invariant mass

regime which is the region of the MINOS neutrino oscillation signal. The descrip-

tion of AGKY’s KNO model, used at low invariant masses, can be split into two

independent parts:

• Generation of the hadron shower particle content

• Generation of hadron 4-momenta

These two will be described in detail in the following sections.
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Figure 5.1: Simulated invariant mass distribution of inelastic events in the MINOS
Near Detector using the NuMI muon neutrino beam. The shaded area shows the
resonance contribution for which a different hadronization model (Rein-Sehgal) is
employed.
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The neutrino interactions are often described by the following kinematic variables:

Q2 = 2Eν(Eµ − pLµ)−m2

ν = Eν − Eµ

W 2 = M2 + 2Mν −Q2

x = Q2/2Mν

y = ν/Eν (5.2)

where Q2 is the invariant 4-momentum transfer squared, ν is the neutrino energy

transfer, W is the effective mass of all secondary hadrons (invariant hadronic mass),

x is the Bjorken scale variable, y is the relative energy transfer, Eν is the incident

neutrino energy, Eµ and pLµ are the energy and longitudinal momentum of the muon,

M is the nucleon mass and m is the muon mass.

For each hadron in the hadronic system, we define the variables z = Eh/ν, xF =

2p∗L/W and pt where Eh is the energy in the laboratory frame, p∗L is the longitudinal

momentum in the hadronic c.m.s., and pT is the transverse momentum with respect

to the momentum transfer direction.

5.2.2 Low-W model: Particle content

At low invariant masses the AGKY model generates hadronic systems that typically

consist of exactly one baryon (p or n) and any number of π+,π−,π0,K+,K−,K0,K0

mesons that are kinematically possible and in accordance with charge conservation.

For a fixed hadronic invariant mass and initial state (neutrino and struck nucleon),

the algorithm for generating the hadron shower particles generally proceeds as follows:
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• Compute the average charged hadron multiplicity using the empirical expres-

sion:

〈nch〉 = a+ b lnW 2 (5.3)

The coefficients a, b, which depend on the initial state, have been determined

by bubble chamber experiments.

• Compute the average hadron multiplicity as 〈ntot〉 = 1.5〈nch〉 [119].

• Generate the actual hadron multiplicity taking into account that the multiplicity

dispersion is described by the KNO scaling law [120]:

〈n〉 × P (n) = f(n/〈n〉) (5.4)

where P (n) is the probability of generating n hadrons and f(z) is the Levy

function2 (z = n/〈n〉) with a parameter c that depends on the initial state.

Fig.5.2 shows the KNO scaling distributions for νp (left) and νn interactions.

We fit the data points to the Levy function and the best fit parameters are

c = 7.93±0.34 for the νp interactions and c = 5.22±0.15 for the νn interactions.

• Generate hadrons up to the generated hadron multiplicity taking into account

the hadron shower charge conservation and the kinematic constraints. The

hadronic system contains any number of mesons and exactly one baryon which

is generated based on simple quark model arguments (giving an average number

of protons equal to 2/3(νp), 1/2(νn), 1/2(ν̄p) and 1/3 (ν̄n)). The mesons are

generally generated in pairs. The probabilities for pair creation are 30%(π0, π0),

60%(π+, π−), 2.5%(K0, K−), 2.5(%(K+, K−), 2.5%(K̄0, K+) and 2.5%(K0, K̄0).

If the hadronic invariant mass is only sufficient to create a single pion, a π+ or

2The Levy function: Levy(z; c) = 2e−cccz+1/Γ(cz + 1)
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Figure 5.2: KNO scaling distributions for νp (left) and νn interactions. The curve
represents a fit to the Levy function. Data points are taken from [128].

π− or π0 is created depending on the total charge of the hadronic system and

the baryon selection.

TABLE 5.1 shows the default configuration parameters used in the AGKY model.

νp νn ν̄p ν̄n

a 0.40 [128] -0.20 [128] 0.02 [129] 0.80 [129]
b 1.42 [128] 1.42 [128] 1.28 [129] 0.95 [129]
c 7.93 [128] 5.22 [128] 5.22 7.93

Table 5.1: Default AGKY configuration parameters (see text for details)

5.2.3 Low-W model: Hadron system decay

Once an acceptable particle content has been generated, the available invariant mass

needs to be partitioned amongst the generated hadrons (the so called hadron system

decay). The most pronounced kinematic feature in the low-W region is the factor

that the produced baryon is heavier than the mesons and exhibits a strong directional

anticorrelation with the current direction.
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Our strategy, therefore, would be to correctly reproduce the final state nucleon

momentum, and then perform a phase space decay on the remnant system employing,

in addition, a phase space decay weighting scheme designed to reproduce the expected

meson transverse momentum distribution.

In more detail, the algorithm for decaying a system of N hadrons is the following3:

• Generate the baryon 4-momentum P ∗N = (E∗N ,p
∗
N) using the nucleon p2

T and

xF PDFs which are parametrized, based on experimental data shown in Fig.5.3

along with the AGKY best fit parametrization and an error envelope corre-

sponding to 1σ variation of the free parameters. We do not take into account

the correlation between pT and xF in our selection.

Figure 5.3: Nucleon p2
T distribution data from Derrick et al. [121] (left) and nucleon

xF distribution data from Cooper et al. [122] (right). The solid lines show the AGKY
parametrization, while the shaded area is the error envelope for the 1σ variation on
its free parameters.

• Once an accepted P ∗N has been generated, calculate the 4-momentum of the

3The hadronization model performs its calculation in the hadronic c.m.s., where ẑ :=q (q is the
direction of the momentum transfer). Typically, once the hadronization is completed, the hadronic
system will be boosted and rotated to the LAB frame. The boost and rotation maintains the pT
generated in the hadronic c.m.s.
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remaining N-1 hadrons (“remnant” hadronic system) as P ∗R = P ∗X − P ∗N where

P ∗X = (W, 0) is the initial hadron shower 4-momentum in the hadronic c.m.s.

• Generate an unweighted phase space decay of the remnant hadronic system

[123]. The decay takes place at the remnant system c.m.s. and then the par-

ticles are boosted back to the hadronic c.m.s. The phase space decay employs

the reweighting scheme suggested in [124], readjusting each phase space decay

weight including an additional factor e−A∗pT for each meson. This improves the

agreement of < pT > distributions between MC predictions and bubble chamber

experiment measurements.

2-body hadronic system is a special case where the phase space decay is performed

isotropically in the hadronic c.m.s. and no pT -based suppression fractor is applied.

This is consistent with the fact that the resonance decay is generally isotropic.

5.2.4 High-W model: PYTHIA/JETSET

The high invariant mass hadronization is performed by the PYTHIA/JETSET model

[105]. The PYTHIA program is a standard tool for the generation of high-energy

collisions, comprising a coherent set of physics models for the evolution from a few-

body hard process to a complex multihadronic final state. It contains a library of

hard processes and models for initial- and final-state parton showers, multiple parton-

parton interactions, beam remnants, string fragmentation and particle decays. The

hadronization model in PYTHIA is based solely on the Lund string fragmentation

framework [125]. In the AGKY model, all but four of the PYTHIA configuration

parameters are set to be the default values. Those four parameters take the non-

default values tuned by NUX [126], a high energy neutrino MC generator used by the

NOMAD experiment:

• Pss̄ controlling the ss̄ production suppression (PARJ(2)): 0.21
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• P〈p2T 〉 determining the average hadron 〈p2
T 〉, (PARJ(21)): 0.44

• Pngt parameterizing the non-gaussian pT tails (PARJ(23)): 0.01

• PEc setting an energy cutoff for the fragmentation process (PARJ(33)): 0.20

5.3 Data/MC Comparisons

The characteristics of neutrino-produced hadronic systems have been extensively

studied by several bubble chamber experiments. The bubble chamber was invented

in the early 1950s and became the principal tool of experimental elementary-particle

physics in the 1960s and 1970s. A bubble chamber uses a liquid such as liquid hy-

drogen, deuterium, neon, or Freon, which is put in a superheated state, usually by

expanding the liquid to reduce the pressure. Charged particles passing through this

liquid leave tracks of tiny bubbles, which are photographed. Most bubble chambers

are operated within a magnet so that the momentum of particles can be measured

from the curvature of their tracks.

Bubble chambers were used with pulsed beams from particle accelerators and

synchronized so that the chamber was expanded right before the particles passed

through. This still gave rise to a large background from the tracks left by beam

particles which passed through the chamber without a nuclear interaction. Many

years after they had been generally superseded for most purposes by fast detectors

with an electronic read-out, bubble chambers were still used as a means to investigate

the interactions of high energy neutrino beams. In this case there is no background

from beam neutrinos since these do not interact significantly in the chamber liquid and

the neutrino interactions which do occur are usually dramatic and easy to recognize

[127].

The bubble chamber technique is well suited for studying neutrino interactions.
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The bubble chamber can provide precise information on each individual track, which

is very useful for building the hadronization model. However, the bubble chamber

has disadvantages. Particle identification, essentially based on the track ionization

density, was poor, and so was, in case of H2 and D2 fillings, the detection of neutral

particles, in particular of photons from π0 decay. Since the radiation length is so

long, it is difficult to convert photons resulting from π0 decays inside a hydrogen or

deuterium bubble chamber. Several experiments measured π0’s using heavy liquids

such as neon-hydrogen mixture and Freon.

We tried to distill the vast literature and focus on the following aspects of ν/ν̄

measurements made in three bubble chambers - the Big European Bubble Chamber

(BEBC) at CERN, the 15-foot bubble chamber at Fermilab, and the SKAT bubble

chamber in Russia.

We focus on the following quantities measured in the bubble chamber experiments:

• Particle multiplicities.

– Averaged charged and neutral particle (π0) multiplicities.

– Forward and backward hemisphere average multiplicities and correlations.

– Neutral - charged pion multiplicity correlations.

• Characteristics of the hadronic system

– Fragmentation functions (z distributions).

– xF distributions.

– p2
T (transverse momentum squared) distributions.

– xF − 〈p2
T 〉 correlations (“seagull” plots).

The systematic errors in those measurements are quite large and various corrections

had to be made to correct for muon selection efficiency, neutrino energy smearing, etc.
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The direction of the incident ν/ν̄ is well known from the geometry of the beam and

the position of the interaction point. Its energy is unknown and is usually estimated

using a method based on transverse momentum imbalance. The muon is usually

identified through the kinematic information or by using an external muon identifier

(EMI). The resolution in neutrino energy is typically 10% in the bubble chamber

experiments and the invariant hadronic mass W is less well determined.

In the QPM (quark-parton model), the differential cross section for semi-inclusive

pion production in neutrino interactions

ν +N → µ− + π +X (5.5)

may be expressed in terms of the elementary scattering of the exchanged current on

a constituent quark (q′) followed by the fragmentation of the produced quark (q) into

hadrons (h), each of which takes a fraction z of the quark energy:

dσ(x,Q2, z)

dxdQ2dz
=
∑[

dσ(x,Q2)

dxdQ2

]
q′→q

Dπ
q (z), (5.6)

where the sum extends over the different quark flavors taking part. Dπ
q (z) is the pion

fragmentation function. Experimentally Dπ
q (z) is determined as:

Dπ
q (z) =

1

Nev

· dN(z)

dz
. (5.7)

where Nev denotes the total number of neutrino interactions and N denotes the num-

ber of pions as a function of z .

In the framework of the QPM the dominant mechanism for reactions (5.5) is

the interaction of the exchanged W boson with a d-quark to give a u-quark which

fragments into hadrons in neutrino interactions, leaving a di-quark spectator system
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which produces target fragments. In this picture the fragmentation function is in-

dependent of x and the scaling hypothesis excludes a Q2 dependence; therefore the

fragmentation function should depend only on z. There is no reliable way to separate

the current fragmentation region from the target fragmentation region if the effective

mass of the hadronic system (W ) is not sufficiently high. Most experiments required

W > W0 where W0 is between 3 GeV/c2 and 4 GeV/c2 when studying the fragmen-

tation characteristics. The caused difficulties in the tuning of our model because we

are mostly interested in the interactions at low hadronic invariant masses (Fig.5.1).

Some experiments required Q2 > 1GeV2 to reduce the quasi-elastic contribution,

y < 0.9 to reduce the neutral currents, and x > 0.1 to reduce the sea-quark contri-

bution. They often applied a cut on the muon momentum to select clean CC events.

There is one subtlety of the neutrino measurements using bubble chambers which

is related to the treatment of proton mis-identification [138]. A proton is distinguish-

able from a π+ in a bubble chamber only when it is non-relativistic (P<1GeV/c). A

bubble chamber has a uniform magnetic field which is generally parallel to the mean

axis of the cameras. This arrangement allows momentum to be determined from

track curvature: p = qBR, where q is the particle charge, B is the magnetic field and

R is the curvature. The Bethe-Bloch formula for the mean rate of ionization loss of

charged particle is given by

dE

dx
=

4πN0z
2e4

mv2

Z

A

[
ln

(
2mv2

I(1− β2)

)
− β2

]
, (5.8)

where m is the electron mass, z and v are the charge (in units of e) and velocity of

the particle, β = v/c, N0 is Avogadro’s number, Z and A are the atomic number and

mass number of the atoms of the medium, and x is the path length in the medium.
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For low energy particles, the energy loss by ionization along the trajectory goes as

dE

dx
= const× 1

β2
∼ E2/p2 = 1 +M2/p2 (5.9)

where M is the particle mass. That is, as the track goes non-relativistic, the energy

loss depends strongly on the particle mass and the trajectory fit has to take that into

account. In this case, protons can be identified by using their range and energy loss

information. For relativistic particles:

dE

dx
∼ ln(p/M) (5.10)

The energy loss depends weakly on the particle mass and can be taken as a constant.

In this case, a proton is indistinguishable from a π+ since the ionization does not

provide sufficient information on the particle mass. In most bubble chamber experi-

ments, the pion mass is assigned to all charged hadrons if their laboratory momenta

exceed 1GeV/c.

In order to validate the AGKY hadronization model, we determined the param-

eters in our model by fitting experimental data and generated CC neutrino free nu-

cleon interactions uniformly distributed in the energy range from 1 to 61 GeV. The

quasi-elastic contribution is negligible in our sample. The MC events were analyzed

to determine the hadronic system characteristics and compared with some bubble

chamber experimental data taken in BEBC, Fermilab 15-foot chamber, and SKAT.

We apply the same kinematic cuts as explicitly stated in the papers to our MC events.

We reweight our MC to the energy spectrum measured by the experiment if that in-

formation is available. But this step is not strictly necessary for the following two

reasons: firstly a lot of observables (mean multiplicity, dispersion, etc.) are measured

as a function of the hadronic invariant mass W , in which case the energy dependency

is removed; secondly the scaling variables (xF , z, etc.) are rather independent of
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energy according to the scaling hypothesis.

Fig.5.4 shows the average charged hadron multiplicity 〈nch〉 (the number of charged

hadrons in the final state, i.e. excluding the muon) as a function of W 2. 〈nch〉 rises

linearly with ln(W 2) for W > 2GeV/c2. At the lowest W values the dominant inter-

action channels are the resonance production:

ν + p → µ− + p+ π+ (5.11)

ν + n → µ− + p+ π0 (5.12)

ν + n → µ− + n+ π+ (5.13)

Therefore 〈nch〉 becomes 2(1) for νp(νn) interactions as W approaches the pion pro-

duction threshold. For νp interactions there is a disagreement between the BEBC and

FNAL measurements especially at high invariant masses. The reason may be that the

Fermilab measurement used deuterium as the target while the BEBC measurement

used hydrogen as the target. Our parameterization of low-W model was based on

the Fermilab 15-foot chamber data. Historically the PYTHIA/JETSET program was

tuned on the BEBC data. The AGKY model uses the KNO-based empirical model

at low invariant masses and it uses the PYTHIA/JETSET program to simulate high

invariant mass interactions. Therefore the MC prediction agrees better with the Fer-

milab data at low invariant masses and it agrees better with the BEBC data at high

invariant masses.

Fig.5.5(a) shows the dispersion D− = (〈n2
−〉 − 〈n−〉2)1/2 of the negative hadron

multiplicity as a function of 〈n−〉. Fig.5.5(b) shows the ratio D/〈nch〉 as a function

of W 2. The dispersion is solely determined by the KNO scaling distributions shown

in Fig.5.2. The agreement between data and MC predictions is satisfactory.

Fig.5.6(a) shows the average π0 multiplicity 〈nπ0〉 as a function of W 2. Fig.5.6(b)

shows the dispersion of the distributions in multiplicity as a function of the average



148 CHAPTER 5. MINOS HADRONIZATION MODEL

)4/c2(GeV2W
1 10 210

>
ch

<
n

0

2

4

6

8

10

2
Dν15’ 

2
HνBEBC 

AGKY

++X-µ→pν(a) 

)4/c2(GeV2W
1 10 210

>
ch

<
n

0

2

4

6

8

10

2
Dν15’ 

AGKY

+X-µ→nν(b) 

Figure 5.4: Average charged-hadron multiplicity 〈nch〉 as a function of W 2. (a) νp
events. (b) νn events. Data points are taken from [128, 130].
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multiplicity of π0 mesons. As we mentioned it is difficult to detect π0’s inside a

hydrogen bubble chamber. Also shown in the plot are some measurements using heavy

liquids such as neon and Freon. In principle, rescattering of the primary hadrons

can occur in the nucleus. Some studies of inclusive negative hadron production in

the hydrogen-neon mixture and comparison with data obtained by using hydrogen

targets indicate that these effects are negligible [136]. The MC is in good agreement

with the data. 〈nπ0〉 is 0(1/2) for νp(νn) interactions when the hadronic invariant

mass gets down to the resonance production threshold, which is consistent with the

expectation from the reactions (5.11-5.13). The MC predicts the same average π0

multiplicity for νp and νn interactions for W > 2GeV/c2.
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Figure 5.6: (a) Average multiplicity of π0 mesons as a function of W 2. (b) Dispersion
of the distributions in multiplicity as a function of the average multiplicity of π0

mesons. Data points are taken from [119, 131, 132]

Fig.5.7 shows the average π0 multiplicities 〈nπ0〉 as a function of the number of

negative hadrons n− for various W ranges. At lower W , 〈nπ0〉 tends to decrease

with n−, probably because of limited phase space, while at higher W 〈nπ0〉 is rather

independent of n− where there is enough phase space. Our MC was tuned to reflect

the correlation at lower W suggested by the data. However, another experiment
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measured the same correlation using neon-hydrogen mixture and their results indicate

that 〈nπ0〉 is rather independent of n− for both W > 4GeV/c2 and W < 4GeV/c2

[133]. Since events with π0 but with 0 or very few charged pions are dominant

background events in the νe appearance analysis, it is very important to understand

the correlation between the neutral pions and charged pions. Lack of knowledge of

this correlation is a shortcoming of our current MC, which will be improved when the

relevant measurements are available in the future.
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Figure 5.7: Average π0 multiplicity 〈nπ0〉 as a function of the number of negative
hadrons n− for different intervals of W . Data points are taken from [132].

Fig.5.8 shows the average charged-hadron multiplicity in the forward and back-

ward hemispheres as functions of W 2. The forward hemisphere is defined by the di-

rection of the current in the total hadronic c.m.s. There is a rather big disagreement

between the Fermilab 15-foot chamber and BEBC measurements. There is a bump

in the MC prediction in the forward hemisphere for νp interactions at W ∼ 2GeV/c2
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and there is a slight dip in the backward hemisphere in the same region. This indi-

cates that the MC may overestimate the hadrons going forward in the hadronic c.m.s.

at W ∼ 2GeV/c2 and underestimate the hadrons going backward. One consequence

could be that the MC overestimates the energetic hadrons since the hadrons in the

forward hemisphere of hadronic c.m.s. will have higher energy after being boosted to

the LAB frame than those in the backward hemisphere. This may be caused by the

way we determine the baryon 4-momentum and preferably select events with low pT

in the phase space decay.
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Figure 5.8: Average charged-hadron multiplicity in the forward and backward hemi-
spheres as functions of W 2: (a) νp, forward, (b) νp, backward, (c) νn, forward, (d)
νn, backward. Data points are taken from [128, 132, 134].

Fig.5.9 shows the fragmentation functions for positive and negative hadrons. The

fragmentation function is defined as: D(z) = 1
Nev
· dN
dz

, where Nev is the total number

of interactions (events) and z = E/ν is the fraction of the total energy transfer carried

by each final hadron in the laboratory frame. The AGKY predictions are in excellent

agreement with the data.
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Figure 5.9: Fragmentation functions for positive (a) and negative (b) hadrons. Ap-
plied cuts: W 2 > 5(GeV/c2)2, Q2 > 1(GeV/c)2. Data points are taken from [134].

Fig.5.10 shows the mean value of the transverse momentum (with respect to the

current direction) of charged hadrons as a function of W . The MC predictions match

the data pretty well. In the naive QPM, the quarks have no transverse momentum

within the struck nucleon, and the fragments acquire a P frag
T with respect to the

struck quark from the hadronization process. The average transverse momentum

〈P 2
T 〉 of the hadrons will then be independent of variables such as xBJ , y, Q2, W ,

etc., apart from trivial kinematic constraints and any instrumental effects. Both MC

and data reflect this feature. However, in a perturbative QCD pircture, the quark

acquires an additional transverse component, 〈P 2
T 〉QCD, as a result of gluon processes.

The quark itself may also have a primordial 〈P 2
T 〉prim inside the nucleon. The QCD

effect can introduce dependencies of 〈P 2
T 〉 on the variables xBJ , y, Q2, W , z, etc.

Fig.5.11 shows the mean value of the transverse momentum of charged hadrons

as a function of xF , where xF =
p∗L

p∗Lmax
is the Feynman-x. As is well known, 〈pT 〉

increases with increasing |xF | with a shape called the seagull effect. This effect is

reasonably well modeled by the AGKY model.
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Figure 5.10: Mean value of the transverse momentum of charged hadrons as a function
of W for the selections (a) xF > 0, (b) xF < 0, and (c) all xF . Data points are taken
from [137].
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5.4 Intranuclear Rescattering

The AGKY hadronization model reasonably well describes the hadron production in

the neutrino-nucleon interactions. However the MINOS detectors are steel-scintillator

calorimeters. Most of the neutrino interactions occur in the steel planes where nu-

cleons are bound inside iron nuclei of significant spatial extent; hence, final-state

hadrons resulting from neutrino-nucleon interactions may reinteract with other nu-

cleons within the same nucleus before emerging.

Hadron intranuclear rescattering may involve any of the four processes which occur

in low energy hadron-nucleus scattering.

• Absorption, in which the hadron “disappears” within the nucleus with resul-

tant energy transfer to the constituent nucleons.

• Charge exchange, in which a charged (neutral) hadron changes into a neutral

(charged) hadron; the (re)scattered hadron may be deflected and momentum-

degraded relative to the initial hadron.

• Inelastic (re)scattering, in which the hadron’s identity is maintained but its

momentum is degraded; the hadron is deflected, possibly to large angles.

• Elastic (re)scattering; the hadron retains its original entity and energy, but

is deflected.

Each of the processes has an associated total cross section - σelas for elastic scattering,

σinel for inelastic scattering, σcex for single charge exchange, and σabs for absorption.

The total cross section (σtot) is the sum of all component cross sections and the total

reaction cross section (σreac) is the sum of all inelastic reactions,

σreac = σcex + σinel + σabs = σtot − σelas (5.14)
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The data for σtot, σreac (pions) and σreac (protons) are of high quality over a broad

range of incident energies and many targets. The component cross sections are only

known at somewhat lower energies and with larger uncertainties because separation

of final states is difficult.

In the neutrino generator NEUGEN, hadron intranuclear rescattering is handled by

the program INTRANUKE, which was originally developed by many people, especially

Tony Mann and Robert Merenyi of Tufts University [139]. It was further developed by

Steven Dytman and Hugh Gallagher [140]. The treatment of hadrons in INTRANUKE

uses a semiclassical model (intranuclear cascade model - INC). During the time (re-

ferred to as formation time) it takes for the quarks to materialize as hadrons, they

propagate through the nucleus with a dramatically reduced interaction probability.

This was implemented in INTRANUKE as a simple “free step” at the start of the in-

tranuclear cascade during which no interactions can occur. The formation time is

the only free parameter and has the same value of 0.342 fm/c as in the SKAT model

[141]. After the quark is fully materialized, the probability of the resulting hadrons to

interact along their path in the nucleus (target) is governed by the usual exponential

law with the mean free path for a given energy given by:

λ(E, r) =
1

ρ(r)σtot(E)
(5.15)

where ρ is the nuclear matter density, σtot is the total hadron-nucleus cross section,

E is the incident hadron energy, and r is the radial position of the hadron. If a

scattering occurs, the choice of final state is made in proportion to the component

total cross section taken from data. For each final state, the outgoing particles and

their 4-momenta are then determined with input from data and kinematic constraints.
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5.5 Conclusions

The AGKY hadronic multiparticle production model has been described in detail in

this chapter. The model predictions agree reasonably well with a wide variety of

measurements on the hadronic system characteristics. Nevertheless additional effort

is necessary to fine tune this model in order to improve its performance. Better data

focused on the remaining issues in the hadronization model is very important.



Chapter 6

Crosstalk Tuning

6.1 Introduction

The MINOS νe selection algorithm distinguishes the νe signals from background using

event topological information as described in Chapter 4. We measure the background

rate at the Near Detector and then extrapolate the ND background rate to the FD

using Monte Carlo information to obtain the FD background prediction. Therefore it

is very important to understand the event topology in the MINOS detectors, especially

the differences between the Near and Far Detectors.

An area that is difficult to simulate and may have a large impact on the event

topology is the modeling of low pulse-height hits. Fig.6.1 shows the Near Detector

strip pulse-height distributions (measured in photo-electrons (PEs)) of events passing

the Near Detector fiducial volume cuts (plot on the left) and passing the νe pre-

selection cuts which were described in Chapter 4 (plot on the right) compared with

the original MC predictions. In order to take into account the temporal variation of

PMT gains, both data and MC are sampled from March 2005 to June 2007. In both

plots, the MC predictions are in good agreement with the data for hits above 1PE;

however, MC seems to largely underestimate the number of hits less than 1PE. The

157
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mis-modeling of low pulse-height hits was first pointed out by Rustem Ospanov of UT

Austin when developing his particle-ID algorithm for the MINOS CC analysis[142].
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Figure 6.1: Near Detector strip pulse-height distributions (measured in photoelectrons
- PEs) of events passing the Near Detector fiducial volume cuts (left) and passing the
νe pre-selection cuts (right). Different components of MC simulation are also shown.
Data and MC are sampled from March 2005 to June 2007 to average the temporal
variation of PMT gains.

The causes of the mis-modeling of low pulse-height hits are not completely under-

stood. The current suspects include the imperfect modelings of PMT crosstalk, PMT

gains (especially single PE width), and detector noise, etc. Fig.6.1 shows different

components of the MC predictions. Approximately half of the hits below 2PE are

crosstalk hits. The excess of low pulse-height hits in the data seems to indicate an

underestimate of the crosstalk hits in the MC simulation. It can also be seen from

the plots that the single PE width of data is broader than the MC simulation. The

data/MC discrepancy may also be caused by the mis-modeling of the PMT single

PE width. There are other features of the detector and electronics which are either

poorly or not modeled in the MC and may partially account for the mis-modeling of
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low pulse-height hits. These features include the fiber noise, the electronics noise, and

the PMT after-pulsing. However there is no clear evidence that they are the main

sources of the excess of low pulse-height hits in the data.

It was discovered in early 2008 that the low pulse-height hits have a rather large

impact on the MINOS νe analysis. Since then a lot of effort has been devoted to

understanding the causes of this problem and finding the cure. We identified PMT

crosstalk as one of the biggest contributor to the low pulse-height hits. Unfortunately

the crosstalk was poorly modeled in the Monte Carlo. We used the cosmic ray data

to obtain better understanding of the crosstalk. Based on those studies we decided

to make several changes to the analysis including removing low pulse-height hits at

the analysis time so as to make the νe analysis more immune to any inaccuracies in

the crosstalk modeling.

This chapter discusses 1) the impact of the low pulse-height hits on the MINOS

νe analysis, 2) the attempt to improve the PMT crosstalk model and 3) make the νe

selection algorithm less sensitive to the low pulse-height hits.

6.2 Impact on the νe Analysis

The mis-modeling of the low pulse-height hits can affect the event reconstruction,

especially the shower reconstruction, and change the event topology, which causes

the MC events to look different than the data events. Therefore it can affect the

background estimation and signal selection in the νe analysis. Furthermore, if the

excess of low pulse-height hits is indeed caused by the mis-modeling of crosstalk hits,

this effect can affect the Near Detector and the Far Detector differently since they

have different PMT crosstalk patterns, which can introduce a systematic uncertainty

in the Far Detector background rate prediction through extrapolation from the Near

Detector. In this section, we will discuss the impact of the low pulse-height hits on
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the νe analysis by removing them in the reconstruction. In the next section, we will

try to identify the causes of the mis-modeling of low pulse-height hits and discuss the

attempt to improve the MC simulation.

In order to understand the impact of the low pulse-height hits on the reconstruc-

tion and the νe analysis, we remove hits whose pulse-heights are less than 2PE in

the reconstruction software. We then reconstructed a fraction of data and MC events

using this modified software and compared them with the standard reconstructed

events where all hits were used during the reconstruction process. The choice of the

2PE cut is somewhat arbitrary. Fig.6.1 shows that the simulation does not model the

single PE peak well. Even though data and MC agree above 1PE, in order to remove

the whole single PE peak, we need to cut higher than 1PE. Also we have evidence

that the crosstalk is not well modeled in the MC simulation. By placing the cut at

2PE, one can remove the majority of the crosstalk hits in order to reduce their impact

on the reconstruction.

Fig.6.2 shows an example of a Near Detector MC event before (left) and after

(right) applying the 2PE cut. The 2PE cut changes the event topology significantly.

Most of the peripheral hits are removed by this cut. Those hits are consistent with

the crosstalk hits and they hold very little physics information.

Fig.6.3 shows three reconstructed quantities before and after applying the 2 PE

cut. Each sub panel shows three plots. The top plot shows the distributions before

and after applying the 2PE cut. The middle plot shows the ratio of the two distri-

butions. The bottom plot shows the difference in each reconstructed quantity on an

event by event basis. 6.3(a) shows the distributions of the track lengths expressed

in number of traversed planes. Removing hits less than 2PE has a negligible effect

on the reconstructed track length. This indicates that the track reconstructed is not

very sensitive to the low pulse-height hits. 6.3(b) and 6.3(c) show the shower length

and reconstructed event energy distributions. The 2PE cut makes the reconstructed
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(b) Same event after applying a 2PE cut

Figure 6.2: Event displays of one Near Detector MC event. (a) shows the stan-
dard reconstructed event; (b) shows the same event after removing low pulse-height
hits(<2PE) at the reconstruction level. The cross represents the reconstructed event
vertex. The color scale represents the strip pulse-height which is in MIPs.

showers shorter and introduces a ∼200 MeV shift in the reconstructed event energy

on average. This shift has to be taken into account in the new calibration if we decide

to apply the 2PE cut in the future MINOS reconstruction. A track cut track length

< 25 planes was applied in both figures (b) and (c) to only accept events without a

long muon track. The drastic change in the shower length distribution indicates that

the 2PE cut has a rather large impact on the shower topology, thus can affect the νe

selection algorithm.

Fig.6.4 shows three νe analysis variables before (black) and after (red) applying

the 2PE cut. 6.4(a) shows the variable shwfit.par b which describes the longitudinal

shower characteristic. 6.4(b) shows the variable shwfit.uv rms which characterizes

the lateral spread (“width”) of the shower. The details of those two variables are

described in Chapter 4. It is clear that the 2PE cut has a larger impact on the trans-

verse shower variable than on the longitudinal shower variable. Removing hits less

than 2PE makes the shower consistently narrower. 6.4(c) shows the PID distribution
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Figure 6.3: Reconstructed quantities before (black) and after (red) applying the 2PE
cut (ND MC). A track cut track length < 25 planes was applied in figures (b)
and (c) to only accept events without a long muon track.

for the original version of ANN, before adoption of the modifications discussed be-

low. This ANN is the precursor to the one discussed in Chapter 4. It has 30 input

variables and some of the variables (such as shwfit.uv rms) are quite sensitive to

the low pulse-height hits. Applying the 2PE cut makes the distribution of this ANN

PID shift to the right. The transverse shower variables can be modified to be less

dependent on the low pulse-height hits. This will be discussed later in this chapter.

A new ANN (described in detail in Chapter 4) was constructed based on the modified

variables. The variable shwfit.uv rms plotted here is before any revisions so it is

labeled as “unmodified” in the plot.

We have demonstrated that removing hits less than 2PE has a sizable impact on
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Figure 6.4: νe analysis variables before (black) and after (red) applying the 2PE cut
(ND MC). νe pre-selection cuts are applied.

the MC shower topology. Since the MC simulation underestimates the low pulse-

height hits in the data, we expect the low pulse-height hits to have a larger impact

on data events. These studies showed that we needed to understand the source of

the excess of the low pulse-height hits in data to some extent and more importantly,

make our selection algorithm less sensitive to the low pulse-height hits.

6.3 PMT Crosstalk Tuning

We have demonstrated that the older νe event selection algorithm is quite sensitive

to the low pulse-height hits since those hits can change event topology drastically.

Fig.6.1 shows that the crosstalk hits contribute approximately half of the hits whose

pulse-heights are less than 2PE. The mis-modeling of low pulse-height hits seems to
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indicate a mis-modeling of the crosstalk hits. The magnitude of PMT crosstalk was

measured at the test stand [143] and used in the Monte Carlo simulation. In this

section, we will describe a different approach of measuring the crosstalk using the

cosmic ray muon data. This approach takes advantage of the high statistics of cosmic

ray muon data at both detectors and is believed to be a more precise measurement

of crosstalk.

The MINOS detectors are read out by Hamamatsu 64-anode (M64) PMTs (photo-

multiplier tubes) for the Near Detector and 16-anode (M16) PMTs for the Far Detec-

tor. Fig.6.5 shows the M16 PMT mounting assembly and the face-on fiber “cookie”

 
 
 
 

16.92 mm

38.2 mm

101.7 mm

17.35 mm

M16 M64

VOLTAGE DIVIDER
          "BASE"            

HAMAMATSU PMT  

JACKET  

PMT HOLDER  

COOKIE HOLDER  

COOKIE

Figure 6.5: The M16 PMT mounting assembly. 8 fibers are placed on each M16 pixel.
The Near Detector M64 mounting assembly is identical except that only one fiber is
placed on each pixel. The fiber “cookie” layouts used in the two cases are shown
face-on in the lower right of the figure.

layouts of M16 and M64 PMTs. One fiber is placed on each M64 PMT pixel, therefore

each strip in the Near Detector is read out by one PMT pixel. To reduce the large

instrumentation load at the Far Detector, a multiplexing technique (optical summing)
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is employed so that 8 fibers are connected to each M16 PMT pixel. Thus 8 strips from

each plane are read out by the same PMT pixel. To help to determine which strip

was actually hit, the 8 strips read out by a single pixel on one side of the detector are

read out by 8 different pixels on the other side and the pattern of multiplexing has

the maximum spacing possible between strips that are read out by the same PMT

pixel.

The pixels in the Hamamatsu PMTs are known to suffer from crosstalk; about

7% of the signal from light on a given pixel may appear in neighboring pixels. The

crosstalk phenomenon is an inherent property for multi-anode PMTs. Detailed studies

indicate the PMT crosstalk effects are due to [143]:

1. Optical reflections and refractions: This effect is due to spread of photons emerg-

ing from the end of a fiber.

2. Imperfect focusing on the first dynode: The focusing grid between a photocath-

ode and the first dynode is known to result in an imperfect distribution of

photoelectrons. Photoelectrons, particularly those close to the edge of a pixel,

can strike a neighboring dynode chain.

3. Charge spill-over: Due to an imperfect dynode focusing, some charge in the

multiplication process may spread into the neighboring channels.

4. Capacitive coupling: There is a capacitive coupling between all the anodes.

We divide the crosstalk effects into two main categories. The optical crosstalk is

comprised of the first two types itemized above and is characterized by an excess of

single photoelectrons. The electrical crosstalk (charge crosstalk) includes the last two

crosstalk types and is characterized by a shift in the pedestal position.

The crosstalk effects may lead to some confusion when we try to measure the

energy deposited in showers, since neighboring strips are likely to be illuminated
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simultaneously. The problem can be minimized by reading out adjacent strips not

with adjacent pixels, but with alternate pixels. Fig.6.6 shows two examples of pixel to
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(b) M16

Figure 6.6: The mappings of plane strip number in the M64 PMT pixels (left) and
M16 PMT pixels (right). The former serves one ND partial U plane and the latter
servers 2/3 of one FD plane.

plane strip mapping, one for the M64 PMT and one for the M16 PMT. Each M64 pixel

is connected to one ND strip while each M16 pixel is connected to 8 FD strips (which

are referred to as spots 1 through 8). Under this mapping scheme, any set of up to

10 adjacent strips that are simultaneously illuminated are read out by non-adjacent

pixels. There is one difference between the M16 and M64 mappings. Fig.6.6 shows

that the strips mapped to the diagonal neighboring pixels are generally 1, 2, and 3

strips away from the illuminated strip for the M16 PMT, which is not true for the M64

PMT. Even though the crosstalk between diagonal neighbors (“diagonal crosstalk”) is

much smaller than the crosstalk between adjacent neighbors (“adjacent crosstalk”),

the FD diagonal crosstalk hits are more likely to be included in the reconstructed

event since they are closer to the illuminated strips.

We now illustrate the pixel to strip mapping scheme with two cosmic ray events.
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Fig.6.7 shows one cosmic ray event in each of the two detectors. The dark hits
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(b) One FD cosmic ray event

Figure 6.7: Two examples of cosmic ray events: (a) ND and (b) FD. The black boxes
represent the track hits while the blue/purple hits around the track are crosstalk hits.
The strip pulse-height is plotted in MIPs.

represent the muon track and the scattered hits around the track are consistent with

the crosstalk hits. The crosstalk hits will generally be on the pixels neighboring the

one associated with the track hit but they will be assigned to strips that are several

strips away as a result of the pixel to strip mapping discussed above.

The cosmic ray muons are ideal tools for studying the PMT crosstalk. The cosmic

ray muon usually hits only one strip on each plane and other hits on the same plane

are mostly likely the crosstalk hits created by the illuminated strip. By measuring the

charge of the track hit and the crosstalk hits, one can quantify crosstalk by calculating

the fraction of charge that leaks into the neighboring pixels.

Xj,i =
Qnon−injected(j)

Qinjected(i)

(6.1)

Since there are a large amount of cosmic ray events recorded at both detectors, one can

measure such a quantity with very high accuracy. This approach was first proposed
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by Patricia Vahle of College of William & Mary.

Before we discuss how we measure the magnitude of crosstalk, we will first briefly

describe how the crosstalk is simulated in the Monte Carlo. Suppose there is a physics

signal with charge Q (in photoelectrons) hitting pixel i on one PMT. We calculate

the mean overall crosstalk charge as Qxtalk = Q ×
∑
j

Xj,i, where Xj,i is defined in

Eq.(6.1), i denotes the injected pixel, j denotes the non-injected pixel, and the sum

runs over all the non-injected pixels. We obtain the charge for optical crosstalk and

electrical crosstalk separately based on the measured fractions. We then sample the

total number of photoelectrons for the optical crosstalk with the assumption that

the charge of optical crosstalk follows the Poisson distribution with the mean of

Qoptical
xtalk . Each photoelectron is then randomly assigned to one non-injected pixel on

the same PMT according to the probabilities Xj,i/
∑
j

Xj,i. The amount of optical

crosstalk charge is then subtracted from the injected charge (charge conservation).

The simulation of the electrical crosstalk is slightly different. Since the magnitude of

electrical crosstalk is generally much smaller than the magnitude of optical crosstalk,

we do not discuss the details of electrical crosstalk simulation here.

In the rest of this section, we will first describe our cosmic ray event selection,

then move on to discuss the data and MC comparisons for the crosstalk hits and the

attempt to improve the crosstalk simulation.

The cosmic ray muons can go in a wide range of directions. Fig.6.8 shows the

cosmic ray muon track zenith angle and azimuth angle distributions. θ = 0◦ and

θ = 90◦ correspond to the muons that go vertically and horizontally, respectively.

φ ' 70◦ and φ ' 250◦ correspond to the muons that go parallel to the detector

planes. If a muon track goes too steep or parallel to the detector planes, it can hit

multiple strips on a single plane. In this case, it is rather difficult to reconstruct and

calibrate the muon track and it is impossible to match the crosstalk hits with the
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Figure 6.8: Cosmic ray muon zenith angle and azimuth angle distributions: (a) ND
and (b) FD.
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muon hits. We make the following cuts on the zenith angle and azimuth angle to

remove those events:

30◦ < θ < 90◦, φ < 10◦ or 120◦ < φ < 190◦ or φ > 300◦.

We require that there is one and only one track in the reconstructed cosmic ray

event. Sometimes the muon can hit more than one strip on a single plane. In this case,

it is almost impossible to determine which track hit is associated with the crosstalk

hits on that plane. Therefore we ignore planes that have more than one track hit

(but keep the other hits in the event). This would introduce a problem for the FD

crosstalk measurement since the diagonal crosstalk tends to occur in the neighboring

strips of the illuminated strip at the FD. Fortunately we can take advantage of the two

stripends readout at FD. Each strip in the FD is read out by two PMTs independently,

one PMT reading out one stripend on one side. A very important difference between

real physics hits and crosstalk hits is that most crosstalk hits are single-ended (only

read out at one strip end) while the physics hits are generally double-ended (except

for small signals where readout from one end is below electronics threshold). This is

because the physics hits are generated by photons transported along the strips in two

directions while the crosstalk hits are induced at each end independently. Therefore,

in the FD we only consider hits that are double-ended as track hits (physics hits). This

helps us distinguish crosstalk hits from real physics hits and makes the measurement

of diagonal crosstalk at FD possible. This trick does not apply to the ND where each

strip is read out at only one end. But this is less of a problem for the ND since

adjacent strips on one plane are read out by pixels that are well separated on the

PMT face. Thus the crosstalk fractions between those pixels are negligible.

We want to use energetic muons so we select through going muons (instead of

muons that stop inside the detectors) by requiring the track beginning and end are
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less than 20 cm away from the detector edge.

Occasionally the cosmic ray muon can create showers by knocking out delta ray

electrons or through Bremsstrahlung radiation. These showers can obscure the muon

hits thus makes it hard to match the crosstalk hits with the muon hits. Therefore we

require that there is no reconstructed showers in the cosmic ray event.

Here is a summary of the cuts we applied:

• 30◦ < θ < 90◦, φ < 10◦ or 120◦ < φ < 190◦ or φ > 300◦

• number of tracks = 1

• number of showers = 0

• track beginning to detector edge < 20 cm, track end to detector edge < 20 cm

(through-going muons)

• only one hit associated with the track per plane

In our analysis, for each event that passes the cuts defined above, we take all

the hits that are not associated with the reconstructed track as the crosstalk hits.

We looked at three quantities of those crosstalk hits: pulse-height in PEs, relative

transverse position w.r.t. the track hit (illuminated strip), and relative time w.r.t.

the track hit. Fig.6.9 shows the ND crosstalk distributions for data and MC. The MC

uses the default crosstalk fractions which were measured at the test stand. The left

plot shows the strip pulse-height distributions. There is a big discrepancy between

data and MC for hits below 1PE, which is consistent with what we saw in Fig.6.1.

This seems to indicate that the mis-modeling of the low pulse-height hits can be

explained by the mis-modeling of crosstalk hits. The middle plot shows the relative

position w.r.t. the track. The four peaks at ±13 and ±20 strips correspond to

the neighboring pixels of the illuminated pixel. They occur 13 or 20 strips away as
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Figure 6.9: ND crosstalk distributions: strip pulse-height (left), relative position
(middle), and relative time (right).

one expects according to the pixel to strip mapping shown in Fig.6.6(a), which is

clear evidence that the hits we select are indeed crosstalk hits. The MC prediction

underestimates data by roughly 30% at those positions, which indicates that the

crosstalk was underestimated by 30% in the default M64 PMT simulation. The right

plot shows the relative time of the crosstalk hits w.r.t. the track. Most of the hits

occur within 50 ns of the muon hits. There is an excess of data hits between 50

ns and 100 ns. This excess may be caused by the PMT after-pulsing which is not

currently modeled in the MC simulation. However, those hits only make up a very

small fraction of the total hits.

Fig.6.10 shows the similar distributions for the Far Detector. Some unique char-

acteristics of FD crosstalk pattern can be seen in those plots. The left plot shows the

pulse-height distributions. The data distribution has two peaks, one at 1PE while the

other at around 0.3PE, which represent two components of crosstalk. The single PE

peak corresponds to the optical crosstalk while the peak below 1PE corresponds to

the electrical crosstalk. The optical crosstalk is reasonably well modeled by the MC
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Figure 6.10: FD crosstalk distributions: strip pulse-height (left), relative position
(middle), and relative time (right).

simulation while the electrical crosstalk is largely underestimated. The Near Detec-

tor electronics apply a 0.2PE sparsification threshold to all the digits, which highly

suppresses the electrical crosstalk (Fig.6.9, left plot).

The middle plot of Fig.6.10 shows the relative strips position from the track. The

two peaks at around ±10 strips are crosstalk hits in the adjacent pixels while the

peak at ±1, ±2, and ±3 strips are crosstalk hits in the diagonal neighboring pixels

according to Fig.6.6(b). The adjacent crosstalk is slightly overestimated while the

diagonal crosstalk is underestimated.

The right plot of Fig.6.10 shows the relative time w.r.t. the track. The FD timing

is based on the PMT dynode timing. Therefore the crosstalk times are identical to

the track hit time, which is what the MC distribution indicates. The calibration

software applies a correction for the time it takes a signal to reach the electronics

threshold and be read out (smaller signals take longer to trigger). This delay is called

“timewalk” and it is only applied to the data. This is the major source of the small

data and MC difference shown in the right plot of Fig.6.10. Right now, no FD timing

information is used in this analysis.
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The strip pulse-height and position distributions indicate that the crosstalk is not

well modeled in the simulation. Our first attempt to improve the crosstalk simulation

is to scale the crosstalk fraction in the MC. Fig.6.11 shows the ND crosstalk distri-
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Figure 6.11: ND crosstalk distributions: strip pulse-height (left) and relative position
(right). The red lines represent the default MC while the blue lines represent the
modified MC where the crosstalk fraction is scaled up by 35%.

butions after we scale the crosstalk fraction up by 35%. It can be seen from the right

plot that after scaling the MC, the agreement between data and MC improves at ±11,

±13, and ±20 strips but deteriorates at other locations. The left plot shows the strip

pulse-height distributions and the scaled MC apparently overshoots the data.

Fig.6.12 shows the FD crosstalk distributions after we scale the diagonal crosstalk

fraction up by 40% and scale the other crosstalk down by 5%. While the strip pulse-

height distribution remains almost unchanged, the strip position distribution of the

scaled MC agrees much better with the data.

Scaling up and down the crosstalk fractions looks promising but it does not solve

all the problems. It does not improve the shape of the pulse-height distribution, nor

does it treat the optical crosstalk and the electrical crosstalk separately. Moreover it

does not completely take into account the pixel to pixel variations (even though the
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Figure 6.12: FD crosstalk distributions: strip pulse-height (left) and relative position
(right). The red lines represent the default MC while the blue lines represent the
modified MC where the diagonal crosstalk fraction is scaled up by 40% while the
other crosstalk is scaled down by 5%.

FD scaling scheme tried to address this issue). We developed a more sophisticated

method to tune the crosstalk fractions. For each hit pixel (i.e. the pixel that maps to

the strip that the muon passed through), we find the charge of the crosstalk hits on

all other pixels on that PMT. For each crosstalked pixel we plot the crosstalk charge

as a function of the injected charge (muon hit charge + all crosstalk charge). We

then fit a straight line to that distribution and the slope is the fraction of charge that

leaks from the hit pixel to the crosstalked pixel. To get the slope we average over

all the PMTs, i.e. we believe that the crosstalk pattern is mainly determined by the

relative locations of pixels and we ignore the variations between different PMTs. For

the crosstalk hits, hits below 0.5 PE are taken as electrical crosstalk while hits above

0.8 PE are taken as optical crosstalk. We do not use hits between 0.5 PE and 0.8 PE

since it is difficult to identify the source (electrical or optical crosstalk) of those hits.

We do this for both data and MC so we can get a correction factor that scales the

MC to look like the data.

We will first show the details of ND crosstalk tuning and then show the results
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of FD crosstalk tuning. Fig.6.13 shows the strip pulse-height of the muon hits read

out by Pixel 36 of M64 PMT (middle plot) and the crosstalk generated by Pixel 36

(surrounding plots). We choose Pixel 36 because it is close to the center of the M64

PMT face. We only show the adjacent and diagonal neighboring pixels since the

crosstalk in the faraway pixels is much smaller. The charge of muon hits is very well

modeled by the MC. The charge of crosstalk hits is reasonably well modeled, but the

MC simulation underestimates the crosstalk hits below 1 PE, which is consistent with

what we showed in Fig.6.9.

Fig.6.14 shows the crosstalk charge as a function of the charge injected into Pixel

36 of M64 PMT. The slope of the distributions represents the fraction of charge that

leaks into a specific pixel from Pixel 36. MC Simulation underestimates the crosstalk

fractions for all the 8 pixels.

Fig.6.15 shows our attempt to correct the MC crosstalk simulation. We fit a

straight line to the crosstalk charge as a function of injected charge. We do this for

both data and MC. The ratio of the two slopes is the correction factor we should apply

to the MC crosstalk simulation. In order to address the difference between optical

crosstalk and electrical crosstalk, we assign hits whose pulse-heights are greater than

0.8 PE to be optical crosstalk and those whose pulse-heights are less than 0.5 PE to

be electrical crosstalk. Fig.6.15 indicates that the corrections to the optical crosstalk

simulation are quite small while the corrections to the electrical crosstalk are quite

large. This is consistent with the good agreement between data and MC above 1 PE

and large discrepancy below 1PE shown in Fig.6.9 (left plot). However, one thing

we should note is that it is very difficult to distinguish between optical crosstalk and

electrical crosstalk since hits below 0.5 PE still have a large contribution from the

optical crosstalk. We noticed that the charge of electrical crosstalk does not scale

very well with the injected charge. This may be caused by the fact that we do not

accept electrical crosstalk with pulse-height higher than 0.5 PE thus the tail of the
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Figure 6.13: Strip pulse-height of the muon hits read out by Pixel 36 of M64 PMT
(middle plot) and the crosstalk generated by Pixel 36 (surrounding plots).
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Figure 6.14: Crosstalk charge as a function of injected charge (injected pixel is Pixel
36).
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pulse-height distribution is truncated.

Fig.6.16 shows the ND crosstalk fractions obtained from data for the overall

crosstalk of each of the 64 pixels (a), the optical adjacent crosstalk for each pixel

(b), and the optical diagonal crosstalk for each pixel (c). It can be seen that the

average ND overall crosstalk fraction is 4.7%, the average optical adjacent crosstalk

fraction is 0.7% per pixel, and the average optical diagonal crosstalk fraction is 0.16%

per pixel.

Fig.6.17 shows the correction factors we need to apply to the ND MC simulation.

The corrections for optical crosstalk are rather small and the average correction factor

is 1.09 for adjacent crosstalk and 1.18 for diagonal crosstalk. The corrections for

electrical crosstalk are quite large and the average correction factor is roughly 2.4 for

both the adjacent crosstalk and the diagonal crosstalk.

We apply the same procedure to the FD data and MC. Fig.6.18 shows the dis-

tributions of the measured overall crosstalk fractions of each of the 128 spots of FD

M16 PMTs (a), the optical adjacent crosstalk for each spot (b), and the optical di-

agonal crosstalk for each spot (c). The 128 entries in Fig.6.18 (a) correspond to 16

pixels times 8 spots per pixel. It can be seen that the average FD overall crosstalk

fraction is 6.9%, the average optical adjacent crosstalk fraction is 1.0% per spot, and

the average optical diagonal crosstalk fraction is 0.46% per spot. The average FD

crosstalk fraction is generally higher than the average ND crosstalk fraction. Fig.6.18

(b) and (c) indicate that the FD crosstalk fractions are more spread out than the ND

crosstalk fractions. This is caused by the fact that there are 8 strips connected to one

M16 pixel and different pixels induce different amounts of crosstalk charge depending

on the specific location of each spot on the pixel. In Fig.6.19 we show the location on

PMT Pixel 5 of the 8 spots (referred to below as spots 1 to 8) which are illuminated

by the fibers of the 8 strips coupled to that pixel. A signal hitting spot 1 induces a lot

more crosstalk charge in pixels 1 and 4 than in pixels 6 and 9 while a signal hitting
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(a) Optical Crosstalk
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(b) Electrical Crosstalk

Figure 6.15: Fitted crosstalk charge as a function of injected charge for Pixel 36 in
the adjacent and diagonal neighbors. Hits whose pulse-heights are greater than 0.8
PE are taken as optical crosstalk (a) while those whose pulse-heights are less than
0.5 PE are taken as electrical crosstalk (b). To get the correct mean of the crosstalk
charge, zero charge hits are included in both samples.
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Figure 6.16: Measured crosstalk magnitude for ND M64 PMT pixels: (a) overall
crosstalk for each of the 64 pixels, (b) optical adjacent crosstalk for each pixel, and
(c) optical diagonal crosstalk for each pixel.
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Figure 6.17: The correction factors we need to apply to the ND MC simulation:
(a) optical adjacent crosstalk, (b) optical diagonal crosstalk, (c) electrical adjacent
crosstalk, and (d) electrical diagonal crosstalk.
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Figure 6.18: Measured crosstalk magnitude for FD M16 PMT spots: (a) overall
crosstalk for each of the 128 spots, (b) optical adjacent crosstalk for each spot, and
(c) optical diagonal crosstalk for each spot.

spot 8 induce a lot more crosstalk charge in pixels 6 and 9 than in pixels 1 and 4.

1 2 3

4 5

6 7 8

Pixel 0 Pixel 1 Pixel 2

Pixel 4 Pixel 6

Pixel 8 Pixel 9 Pixel 10

Figure 6.19: The position of Pixel 5 of the 8 spots corresponding to the location of
the 8 fibers coupled to that pixel.

Fig.6.20 shows the correction factors that we need to apply to the FD MC simu-

lation on a spot by spot basis. The corrections for optical crosstalk are rather small

and the average correction factor is 0.9 for the adjacent crosstalk and 1.1 for the

diagonal crosstalk. The corrections for electrical crosstalk are quite large and the
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Figure 6.20: The correction factors we need to apply to the FD MC simulation:
(a) optical adjacent crosstalk, (b) optical diagonal crosstalk, (c) electrical adjacent
crosstalk, and (d) electrical diagonal crosstalk.
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average correction factor is roughly 1.3 for both the adjacent crosstalk and the di-

agonal crosstalk. These correction fractions agree qualitively with the scale factors

we applied in Fig.6.12 (on average we need to scale up optical diagonal crosstalk and

scale down optical adjacent crosstalk).

Strip PH(PE)
0 1 2 3 4 5

#s
tr

ip
s/

tr
ac

k 
hi

t/0
.1

 P
E

0

0.01

0.02

0.03

Strip PH (ND)

Data

Default MC
Modified MC

Strip PH (ND)

Strip PH(PE)
0 1 2 3 4 5

D
at

a/
M

C

0

0.5

1

1.5

2

2.5

3

strips
-20 -10 0 10 20

#s
tr

ip
s/

tr
ac

k 
hi

t

0

0.005

0.01

0.015

0.02

0.025

Strip Position from Track (ND)

Data

Default MC
Modified MC

Strip Position from Track (ND)

strips
-20 -10 0 10 20

D
at

a/
M

C

0.6

0.8

1

1.2

1.4

Figure 6.21: ND crosstalk distributions: strip pulse-height (left) and relative position
(right). The red lines represent the default MC while the blue lines represent the MC
with updated crosstalk fractions.

In order to validate the tuning of the crosstalk fractions, we generated a small

sample of MC with the new crosstalk fractions. We multiply the default crosstalk

fractions by the correction factors we measured above to obtain the new crosstalk

fractions and use them for the simulation of crosstalk. The crosstalk distributions for

the new MC are shown in blue in Fig.6.21 and Fig.6.22. The ND strip pulse-height

distribution does not change much with the updated crosstalk. The ND strip position

distribution is improved with the updated crosstalk. But the data and MC agreement

is not perfect. The FD strip pulse-height distribution is greatly improved below 1

PE with the updated crosstalk. The MC simulation now predicts a second peak at

around 0.3 PE as a result of increased electrical crosstalk. But there is still a rather

large discrepancy between data and MC for hits below 0.4 PE. The FD strip position
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Figure 6.22: FD crosstalk distributions: strip pulse-height (left) and relative position
(right). The red lines represent the default MC while the blue lines represent the MC
with updated crosstalk fractions.

distribution is also improved with the updated crosstalk.

We have demonstrated the tuning of crosstalk fractions using cosmic data can

improve the crosstalk simulation. However the cosmic data and the spill (neutrino)

data are taken under different trigger conditions. The cosmic trigger is based on the

clustering of hits in the detector (primarily requiring at least 4 planes out of any

group of 5 contiguous planes in the detector contain one or more hits) to gather out-

of-spill events while the spill trigger is based on spill times to gather beam events.

The cosmic trigger window is 190ns(pre-trigger window)+190ns(trigger window) for

the ND and 30µs(pre-trigger window)+190ns(trigger window) for the FD while the

spill trigger window is 19µs (1000 buckets). Also the angular distributions of cosmic

muons and muons from neutrino interactions are different. However the crosstalk

measurements we made using the cosmic data and MC should not be sensitive to

those differences. Therefore the correction factors we obtained can be applied to the

spill event simulation.
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6.4 Changes to the νe analysis

In the previous section, we demonstrated that the excess of low pulse-height hits

in the data is consistent with being crosstalk hits. We also described our attempt

to improve the crosstalk simulation. The MC with the updated crosstalk fractions

agrees better with the data. However the MC simulation still underestimates hits

below 1 PE especially for the ND. There may be other effects that account for the

mis-modeling of low pulse-height hits. Those effects may include incorrectly modeled

single PE width, gains, and threshold effect. We certainly do not want to overtune

crosstalk to compensate for other effects.

The νe group has invested efforts in making the event selection less sensitive to

the low pulse-height hits. Eventually we decided to make two major changes to the

νe analysis:

1. Cut out low pulse-height hits at analysis time. We only use strips whose pulse-

heights are greater than 2PE to compute the discriminative variables. The

advantage of this approach as opposed to redoing the reconstruction as we

showed in the second section is that it is a lot faster and we do not need to

validate the changes to the reconstructions.

2. Refine PID variables. The original νe artificial neural network (ANN) had 30

variables and proved to be sensitive to the low pulse-height hits. We removed

some variables that are very sensitive to the low pulse-height hits and hard to

fix at analysis time. We modified several variables to eliminate/reduce their

sensitivity to the low pulse-height hits. The changes include ignoring hits that

are more than 9 strips away from the event vertex transversely and weighting

each strip by pulse-height squared instead of pulse-height to downgrade the

importance of the low pulse-height hits. We constructed a new neural network

with 11 modified variables. The details of this neural network were discussed
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in Chapter 4.

We decided to use the MC generated with the older crosstalk fractions for the

νe analysis since the new ANN PID is largely insensitive to the crosstalk hits. In

order to evaluate the systematic error resulting from the uncertainties in the crosstalk

modeling, we generated a small sample of MC with the newly measured crosstalk

fractions. We compared the results of the two MC samples and we take the difference

as the systematic error from the crosstalk modeling. Fig.6.23 shows the reconstructed
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Figure 6.23: Energy spectra of background events accepted by the new ANN PID as
νe candidates. (a) ND (b) FD. The solid lines represent MC with the older crosstalk
fractions (Def) while the dashed lines represent MC with the new crosstalk fractions
(NXT). The contribution of ντ events is not included in the FD spectra. The oscil-
lation parameters are |∆m2

31| = 2.4 × 10−3eV 2, sin2 2θ13 = 0.15, sin2 2θ23 = 1. The
spectra are normalized to FD POT = 3.25× 1020 (2-year exposure) and ND POT =
1× 1019. The errors are only statistical errors.

energy spectra of background events accepted by ANN PID at both detectors. The

solid lines represent MC with the older crosstalk fractions (Def) while the dashed

lines represent MC with the new crosstalk fractions (NXT). Table 6.1 shows the

numbers of accepted events at both detectors for MC with default crosstalk fractions

(Def) and MC with the new crosstalk fractions (NXT). The two crosstalk models

indeed predict very similar background rates which means the new ANN PID is rather
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insensitive to the crosstalk hits. With the new MC, the Far/Near ratio is shifted by

2.2% ± 1.3% for the NC+νµ CC background. We decided to use the older MC for

the first MINOS νe analysis because of time constraints. Since the NC and νµ CC

background components are predicted through Far/Near extrapolation, we will make

corrections to those background predictions based on the differences showed in Table

6.1, i.e. we will scale up the FD NC+νµ CC background prediction by 2.2% and take

the statistical error on that scale, namely 1.3%, as the systematic error associated

with crosstalk mismodeling. For the beam νe and ντ background components, we

do not make the corrections since their contributions to the total background are

relatively small and the differences showed in Table 6.1 are negligible. We take the

differences as the systematic errors. We do not correct our signal prediction since the

efficiency of selecting genuine νe events is not sensitive to the crosstalk hits.

NC νµ CC NC + νµ CC νbeame CC

FD
MC(Def.) 25.71±0.09 5.19±0.05 30.90± 0.10 2.21±0.04

MC(NXT) 25.74±0.17 5.26±0.06 31.00± 0.18 2.22±0.05
NXT/Def-1 0.1% ±0.7% 1.4% ±1.5% 0.3%± 0.7% 0.5% ±2.9%

ND
MC(Def.) 4429±17 1742±10 6171± 20 593±6

MC(NXT) 4323±52 1732±31 6055± 61 595±18
NXT/Def-1 -2.4% ±1.2% -0.6% ±1.9% −1.9%± 1.0% 0.4% ±3.2%

Table 6.1: Numbers of accepted events at both detectors for MC with default crosstalk
fractions (Def) and MC with the new crosstalk fractions (NXT). The oscillation pa-
rameters are |∆m2

31| = 2.4 × 10−3eV 2, sin2 2θ13 = 0.15, sin2 2θ23 = 1. The numbers
are normalized to FD POT = 3.25× 1020 (2-year exposure) and ND POT = 1× 1019.
The errors are only statistical errors.
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6.5 Summary

In this chapter, we have demonstrated that the low pulse-height hits are not well

modeled in the MC simulation and the older νe selection algorithm was quite sensitive

to the low pulse-height hits. We also describe our effects in tuning the crosstalk to

better match the data. In order to make the νe selection algorithm less sensitive to the

low pulse-height hits, we made several changes to the νe analysis, including removing

hits below 2 PE at analysis time. After making the modifications, we showed that

the νe selection algorithm is no longer sensitive to the detailed modeling of crosstalk

hits. The systematic error from crosstalk modeling is on the order of only 1-2%.



Chapter 7

Near Detector Background

Decomposition

7.1 Introduction

In order to obtain the optimal sensitivity on θ13, it is crucial to understand the

uncertainties in the background estimate in the νe appearance analysis. If θ13 is at the

CHOOZ limit, the expected signal to background ratio at the Far Detector is roughly

1:3. The Far Detector background prediction is obtained through extrapolation from

the Near Detector. In principle, we can measure the background rate in the ND

and predict the FD background rate by multiplying the ND background rate by the

Far/Near ratio which is calculated using MC. The advantage of this extrapolation

approach is that a lot of uncertainties cancel to a large extent since they are present

at both detectors.

In practice, however, the extrapolation to the FD is complex for the νµ → νe

analysis because different background sources extrapolate differently. The νµ CC

background is suppressed in the FD because of νµ → ντ oscillation while the NC

background is unaffected by the oscillation. Also the beam νe components are slightly

190
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different at the two detectors because of different detector solid angles. Therefore,

some knowledge about the relative contribution from different background sources is

necessary. In this Chapter, we describe a data-driven method that can be used to

obtain relative νµ CC and NC background contributions in the ND from comparison of

background rates in the horn-on and horn-off configurations. These two configurations

give significantly different ratios of νµ CC to NC backgrounds and thus a comparison

of background levels can yield information regarding relative contributions from these

two sources.

7.2 Horn-on and Horn-off Spectra

The neutrinos in the NuMI beam originate from decays of focused mesons (pions and

kaons) in the decay pipe. The mesons produced in the MINOS graphite target are

focused by two magnetic horns. The nominal horn current is 185 kA in each horn.

Suppose the meson emanates from the target at a polar angle θ, we have

tan θ =
pT
pz

(7.1)

where pT and pz are the transverse and longitudinal momenta of the meson. In high-

energy collisions the average transverse momentum of outgoing particles is known

to be almost independent of the nature of the incoming particles and of the inter-

action energy. It is also generally good approximation to assume that the average

transverse momentum does not depend on the angle of emission of secondaries 1. For

the secondaries produced in the proton-nucleus collisions inside the MINOS target,

〈pT 〉 ∼ 350MeV/c, so the meson longitudinal momentum and angle are inversely

1Many experiments show that for a specific secondary particle the average transverse momentum
may vary moderately with the longitudinal momentum of that particle, e.g. [144], which is known as
the seagull effect. This effect was briefly discussed in Chapter 5 for neutrino induced interactions.
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related:

pz ' pT/θ (7.2)

As a result, fast mesons exit the target at small angles and can pass through the

field-free aperture (“neck”) of the horn, while slower mesons exit the target at larger

angles and enter the horn field region to get focused.

For a given momentum and distance from a target, the required transverse mo-

mentum (p⊥) kick from the horn to focus the pion parallel to the beam axis grows lin-

early with radius. Since the magnetic field is falling as 1/R, the path length through

the horn is required to grow as R2, i.e. the inner conductor should be parabolic.

Therefore the horns designed for MINOS have parabolic shape.

Fig.7.1 shows the ND spectrum, broken up into 5 categories of focused mesons:

Figure 7.1: Breakdown of ND neutrino spectrum in the low energy (LE) beam con-
figuration. Diagram shows the 5 general trajectories of mesons that pass through the
horns. (Plot courtesy Zarko Pavlovic)
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(1) Neck-Neck Very high energy mesons pass through the necks of both horns at

small angles, contributing to the high energy tail.

(2) Neck-Horn2 Slightly softer mesons exit the target at small enough angle to

pass through the neck of horn 1, but are focused by horn 2.

(3) Underfocused Softer mesons emitted at larger angles are underfocused by horn

1 (i.e. still diverge as they exit horn 1), but are focused by horn 2 (this category

constitutes the vast majority of the flux in the low energy (LE) beam).

(4) Horn1-Neck Still softer mesons are focused entirely by horn 1 and pass through

the neck of horn 2.

(5) Overfocused The softest mesons are overfocused by horn 1 but properly focused

by horn 2.

If we turn off the two magnetic horns, the low energy pions will not get focused

thus the peak in the neutrino energy spectrum will disappear, but the high energy

tail will remain almost unchanged (Neck-Neck in Fig.7.1). Fig.7.2 shows the MC

energy spectra for two different horn current configurations: 185kA (horn-on) and

0kA (horn-off).

If we apply the same νe analysis cuts (pre-selection cuts and ANN PID cut, details

in Chapter 4) to the ND horn-off sample, one would expect the number of νµ CC and

beam νe events that pass the νe cuts to be significantly reduced since the neutrino

flux in the energy range of interest (1GeV to 8GeV) is highly suppressed in the

horn-off configuration. Therefore the dominant νe background in the horn-off sample

are the NC interactions. This NC-enriched sample can be used to understand the

relative νµ CC and NC background contributions in the horn-on sample. In February

2006 and July 2007, the MINOS experiment took several days of horn-off data to

facilitate the νe analysis. In total, 5.5× 1018 protons on target were delivered to the
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Figure 7.2: The simulated νµ CC event rate as a function of Eν in the ND with two
different horn current configurations: black-185kA, red-0kA.

MINOS target during the horn-off data run (roughly 9 days altogether). Fig.7.3 shows

the reconstructed energy spectra of data and MC events that pass the νe selection

algorithm for the horn-on (left) and horn-off (right) configurations. Table 7.1 shows

the number of events that pass the νe selection for the two configurations. The

fraction of NC events goes from 65% to 87% if we turn off the horns. We also observe

a reduction in the number of events for neutrinos whose true energy is below 10 GeV

when we turn off the horns; however, the number of interactions remain almost the

same for neutrinos whose energy is above 10 GeV. These observations are consistent

with what we expect from the neutrino fluxes shown in Fig.7.2.



7.3. ND νE BACKGROUND DECOMPOSITION 195

Reconstructed Energy (GeV)
0 2 4 6 8 10

E
ve

nt
s/

1e
19

 P
O

T
/1

 G
eV

0

500

1000

1500

2000

2500

Near Detector

Horn On
Data
MC
NC

 CCµν
eνBeam 

Near Detector

Reconstructed Energy (GeV)
0 2 4 6 8 10

E
ve

nt
s/

1e
19

 P
O

T
/1

 G
eV

0

200

400

600

800

Near Detector

Horn Off
Data
MC
NC

 CCµν
eνBeam 

Near Detector
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7.3 ND νe Background Decomposition

The horn-on and horn-off configurations give significantly different ratios of νµ CC to

NC backgrounds. By comparing the background rates in the two configurations, one

may learn useful information regarding relative contributions from those two sources.

In this section, we will show how we decompose the background components and

evaluate systematic errors on our results.

We can write the total background as a sum of the individual components:

N on = NNC +NCC +Ne (7.3)

N off = rNC ·NNC + rCC ·NCC + re ·Ne (7.4)

where

rNC =
N off
NC

NNC

, rCC =
N off
CC

NCC

, re =
N off
e

Ne

(7.5)

N on and N off are the total numbers of background events with the horns turned
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All Events

NC νµ CC Beam νe Total MC Data

horn-on 4429(65%)±17 1742(26%)±10 593(9%)±6 6764±21 5524±35

horn-off 2338(87%)±31 205(8%)±9 137(5%)±7 2680±36 2105±62

True Eν < 10 GeV

NC νµ CC Beam νe Total MC

horn-on 3308±15 1734±10 593±6 5635±19

horn-off 1244±23 199±9 137±7 1580±26

True Eν > 10 GeV

NC νµ CC Beam νe Total MC

horn-on 1121±9 8±1 0.4±0.2 1130±9
horn-off 1093±21 6±2 0.3±0.3 1099±22

Table 7.1: Number of events that are accepted as νe candidates. Top: all events,
comparison of data and MC; Middle: MC events Eν < 10 GeV; Bottom: MC events
Eν > 10 GeV. All numbers represent 1× 1019 POTs exposure.

on/off, which we measure in the ND. N
(off)
NC , N

(off)
CC , N

(off)
e are the MC predictions of

the NC, νµ CC and beam νe backgrounds when the horns are turned on (off). We will

take the three ratios (7.5) and beam νe background (Ne) from MC simulation. We

do not trust the MC prediction of individual background component in each beam

configuration due to lack of knowledge of neutrino interactions in the few-GeV range.

However, the ratios rNC , rCC and re are well modeled and quite robust since a lot

of uncertainties cancel in the ratio. Now we have two equations (7.3) and (7.4) with

two unknown variables NNC and NCC which can be solved as:

NCC =
rNCN

on −N off + (re − rNC)Ne

rNC − rCC
(7.6)

NNC =
N off − rCCN on − (re − rCC)Ne

rNC − rCC
(7.7)



7.3. ND νE BACKGROUND DECOMPOSITION 197

The systematic errors on NCC and NNC can be written as:

δN2
CC = (

rNC
rNC − rCC

)2(δN on)2 + (
1

rNC − rCC
)2(δN off )2 + (

re − rNC
rNC − rCC

)2δN2
e

+ (
NNC

rNC − rCC
)2δr2

NC + (
NCC

rNC − rCC
)2δr2

CC + (
Ne

rNC − rCC
)2δr2

e (7.8)

δN2
NC = (

rCC
rNC − rCC

)2(δN on)2 + (
1

rNC − rCC
)2(δN off )2 + (

re − rCC
rNC − rCC

)2δN2
e

+ (
NNC

rNC − rCC
)2δr2

NC + (
NCC

rNC − rCC
)2δr2

CC + (
Ne

rNC − rCC
)2δr2

e (7.9)

There are six sources of systematic errors: the statistical error on horn-on data, the

statistical error on horn-off data, the systematic error on the beam νe background,

and the systematic errors on the three ratios rNC , rCC , and re.

Now we demonstrate this method with an example. From Table 7.1 we have:

N on = 5524± 35 (7.10)

N off = 2105± 62 (7.11)

Ne = 593 (7.12)

(7.13)

We can also calculate the horn off/on ratios based on the numbers in Table 7.1:

rNC = 0.528 (7.14)

rCC = 0.117 (7.15)

re = 0.232 (7.16)

We will evaluate the systematics more thoroughly later in this chapter. For now we

assume a 15% systematic error on the νe background and a 10% error on all the three

ratios: δNe/Ne = 15%, δrCC/rCC = 10%, δrNC/rNC = 10%, and δre/re = 10%.
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We plug these numbers into Eqs (7.6-7.9) and get the following results:

NCC = 1548 (7.17)

NNC = 3383 (7.18)

|δNCC | =
√

44.82 + 150.12 + 64.12 + 434.62 + 44.12 + 33.52 ' 470 (7.19)

|δNNC | =
√

9.92 + 150.12 + 24.92 + 434.62 + 44.12 + 33.52 ' 464. (7.20)

We have δNCC/NCC = 30.4%, δNNC/NNC = 13.7%, i.e. we have a 14% systematic

error on the NC background estimation and a 30% systematic error on the νµ CC

background estimation. The systematic errors are dominated by the error on the

horn off/on NC background ratio rNC . δNCC and δNNC are almost the same which

is result of the fact that NC and νµ CC backgrounds are highly anti-correlated:

δN on = δNCC + δNNC + δNe (7.21)

δN on is very small since we have taken a lot of ND horn-on data so the statistical

error on that is small. δNe is also very small since the contribution of beam νe events

to the total background is small. Therefore we have

δNNC ' −δNCC (7.22)

7.4 Background Systematics

We now try to obtain the energy spectra of the NC and νµ CC backgrounds using the

horn-on/off method. We divide the reconstructed energy spectra into 1GeV bins and

for each bin we calculate the expected numbers of NC and νµ CC background events

using Eqs.(7.6) and (7.7) using the information on beam νe background, rNC , rCC , and
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re taken from MC. First we examine the various sources of systematics in Eqs.(7.8)

and (7.9): data statistics, beam νe background systematics, and uncertainties in the

horn-off/on ratios.

7.4.1 Data (Horn-on/off) Statistics

In principle we can use all the ND horn-on data to shrink the horn-on data statistics.

But for the first MINOS νe analysis, we decided to use approximately one sixth of

the ND data taken between May 2005 and July 2007 (run I and run II periods).

The reason is that the 1/6 sample (4.55 × 1019 POTs in total) already gives a very

small statistical error and it is less time-consuming to analyze the 1/6 sample. We do

sample over the whole period to track the temporal variations of the detector response

and other changes.

We use all the available horn-off data taken in 2006 and 2007 (5.52× 1018 POTs

in total). According to Eqs.(7.19) and (7.20), the horn-off data statistical error is

the second largest contribution to the total systematic error. However, the total

systematic error is dominated by the uncertainties in the horn off/on ratio, specifically

rNC , which will be discussed later.

7.4.2 Beam νe Background

The number of beam νe CC events is taken from the MC as one of the inputs to the

horn-on/off background decomposition method. The (anti-)electron neutrinos in the
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NuMI beam are produced by muon, pion and kaon decays:

π+ → µ+ + νµ

µ+ → ν̄µ + e+ + νe (7.23)

K+ → π0 + e+ + νe (Called K+
e3) (7.24)

K0
L → π± + e∓ + νe(ν̄e) (Called K0

e3) (7.25)

Here we do not list other decay modes that produce (anti-)electron neutrinos (π+ →

νe, π
− → ν̄e, π

− → µ− → ν̄e and K− → ν̄e), but they are included in the MC. Fig.7.4

shows the true energy spectra of ND beam νe events broken up as different parent

types. The peak in the energy spectrum is dominated by the µ+ decays and the high

energy tail is dominated by the kaon decays. The νe selection cuts preferentially select

low energy beam νe events which are mostly from µ+ decays. The main error on the

beam νe background is from the neutrino flux simulation which includes the modeling

of hadron production at target, horn focusing, and beam-line materials (decay pipe

etc.). Since µ+ is the decay product of the π+ decay, and we can constrain π+

production at target reasonably well using ND νµ CC data, the error on the beam νe

flux is expected to be small. The flux error for the beam νe background is estimated

to be around 10%. Other systematic errors include the uncertainties in the neutrino

cross section, detector calibration, and the simulation of event topology etc. and

these errors are quite small compared with the flux error. We assign a 15% systematic

error to the number of beam νe background which is a relatively conservative error

estimation.
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Figure 7.4: The true energy spectra of ND beam νe events. Left: events passing
fiducial volume cuts; Right: events passing all νe selection cuts. All spectra are
normalized to 1× 1019 POTs.

7.4.3 Uncertainties in the Horn-off/on Ratios

The ND background systematic error is dominated by the uncertainties in the horn-

off/on ratios (7.5), specifically rNC . Fig.7.3 shows that the MC does not reproduce

data very well. The νe selection algorithm only accepts a small fraction of the neutrino

events in the MINOS detectors (1% of all the νµ CC events and 7% of all the NC

events which are the dominant backgrounds). Large fraction of these events are

consistent with electromagnetic cascades and usually there are one or multiple π0’s in

the final state. It turns out that the systematic uncertainties in the modeling of these

peculiar events are rather large. The simulation of these events is very sensitive to

many factors which include the modeling of the event topology (e.g. hadronization

model and intra-nuclear rescattering model) and the detector response (e.g. crosstalk

modeling). We have discussed some of these effects in the previous chapters. It is

not surprising that our MC prediction deviates from data by approximately 20%.

However, if we take the ratio of the horn-off spectrum to the horn-on spectrum, a

lot of uncertainties cancel. Therefore the ratio is more robust than the individual

spectra. Fig.7.5 shows the horn off/on ratios in bins of reconstructed energy. The
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error bars represent the MC statistics. As energy goes up, the ratios approach 1 since

the high energy horn-on and horn-off fluxes are almost the same.
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Figure 7.5: The ND horn-off over horn-on spectrum ratios. The error bars represent
the MC statistics.

We will show that the ratio rNC is quite robust by demonstrating the following

two points (the same arguments apply to rCC and re):

1. rNC is well modeled in the fiducial volume sample.

2. rNC is almost the same in the fiducial volume, pre-selection, and νe-selected

samples.

Fig.7.6(a) shows rNC in bins of reconstructed energy after fiducial volume cuts.

The ratios are from events selected by NOT-νµ PID 2 which primarily selects NC

events. The black points are from data events while the red points are from MC

events. Data and MC agree quite well for the fiducial volume sample. Fig.7.6(b)

shows rNC from true NC events after the fiducial volume cuts (black), after the pre-

selection cuts (blue), and after the ANN PID cut (red). It is clear that rNC does

not change much as we apply successive cuts. From those two plots we can conclude

that rNC is well modeled in the νe-selected sample since rNC is well modeled in the

2This is the inverse of the PID developed for the MINOS νµ CC disappearance analysis.
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Figure 7.6: rNC in bins of reconstructed energy. (a) After fiducial volume cuts. The
black points are from NOT-νµ CC (NC) selected data events. The red points are from
NOT-νµ CC (NC) selected Monte Carlo events. (b) From true NC events. The black
points are after the fiducial volume cuts. The blue points are after the pre-selection
cuts. The red points are after the ANN PID cut. The error bars represent the MC
statistics.

fiducial volume sample where MC predictions can be verified by the data and it does

not change much as we apply the νe selection cuts.

It is worth noting that the ratios are quite different between Fig.7.6(a) and

Fig.7.6(b). The reason is that the NOT-νµ PID does not select a very pure NC

sample. It is practically impossible to separate NC events from νµ CC events where

the muon momentum is so low that the muon track is invisible in the hadronic shower.

The νµ PID was tuned to select a very pure νµ CC sample, therefore there is a big

contribution of νµ CC background in the NOT-νµ PID selected sample. For a fixed

reconstructed energy (visible energy), the true neutrino energy of NC events is higher

than that of CC events, therefore, rNC is higher than rCC , which is consistent with the

difference between Fig.7.6(a) and Fig.7.6(b). However, we still believe that we model

things pretty well in the fiducial volume since the spectra are determined primarily

by neutrino flux at this level and we understand the neutrino flux very well using the

ND νµ CC data.
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Now we provide a physics-motivated explanation for the fact that rNC is the same

in the fiducial volume, pre-selection, and νe-selected samples [145]. Fig.7.7(a) shows
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Figure 7.7: (a) Average W 2 as a function of true shower energy for events in the
horn-on (black) and horn-off (red) configurations. (b) Average shower angle as a
function of true shower energy for events in the horn-on (black) and horn-off (red)
configurations. Fiducial volume cuts are applied.

the average W 2 as a function of true shower energy for events in the horn-on and

horn-off configurations. For a fixed shower energy, events in the horn-on beam and

horn-off beam can have very different incoming neutrino energy distributions. How-

ever, Fig.7.7(a) shows the W distributions probed in both cases follow each other very

closely, which indicates for a given true shower energy, both samples have the same

W distributions. As a consequence, one would expect the distributions of other kine-

matic variables such as x (Bjorken scaling variable) and Q2 (invariant 4-momentum

transfer) are quite similar in both cases as well. The kinematic variable W , together

with the charge of the hadronic system, completely determine the final state particle

distributions of the hadronic system in the hadronic center of mass frame. The fact

that the showers are equivalent in the center of mass, and the shower energy in the

lab is the same, means that the Lorentz boost to the lab is the same in both cases.

There does, however, remain a significant difference arising from the scattering

kinematics. Fig.7.7(b) shows the average shower angle as a function of true shower
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energy for events in the horn-on and horn-off configurations. The shower angle is

defined as the direction of total hadronic shower momentum Phad with regards to

the neutrino beam direction. The showers in the two cases emerge at very different

angles to the direction of the incident neutrino beam for Eshw < 5GeV. This can

be seen from the fact that Q2 = 4EE ′ sin2(θlep/2), so although Q2 will be the same,

θ can be quite different since E is quite different at low energies (here θlep is the

lepton angle). Fig.7.8 shows the probability of events to pass the ANN νe selection

as a function of the shower angle for events with true shower energy between 3 and

4 GeV. The selection efficiency is essentially flat over the region where most events

occur, cos(θz) > 0.90. Since the νe selection is to first order insensitive to the shower

angle, the ratio rNC does not change as selection cuts are applied. This together

with the fact that W distributions are quite similar in the horn-on/off beams for

a fixed shower energy explain why rNC is almost the same in the fiducial volume,

pre-selection, and νe-selected samples.
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Figure 7.8: Selection efficiency for ANN algorithm as a function of the shower angle
with respect to the beam for events with true shower energy between 3 and 4 GeV.

We now discuss various sources of systematic uncertainties and their impacts on
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the three ratios rNC , rCC , and re.

Flux Uncertainties

As discussed in Chapter 2, the neutrino flux is calculated using a FLUKA based sim-

ulation of the proton-target interactions and a GEANT3 based beam-line simulation.

The production of secondary mesons in the NuMI target was tuned using the MINOS

ND νµ CC data, which significantly reduces the flux uncertainties. A one sigma error

band, which includes uncertainties in hadronic production at the target as well as

beam and target parameters (position, current, baffle scraping etc.) is obtained from

the fit for the νµ and ν̄µ flux. Fig.7.9 shows the impact of the flux uncertainties on

the horn off/on ratios.
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Figure 7.9: Impact of flux uncertainties in the horn off/on ratios. The error bars
represent the MC statistical error.

Cross Section Uncertainties

Neutrino interactions are modeled by the NEUGEN-v3 program, which simulates both

(quasi-)elastic and inelastic neutrino scattering. The latter includes a Rein-Sehgal

based treatment of single pion production in neutrino induced resonance decay [102],

charged and neutral-current coherent pion production and a modified leading order
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deep inelastic scattering (DIS) model extended to improve the treatment in the tran-

sition region between DIS and resonant production. As shown in Fig.4.22 (Chapter

4), the background events that pass the ANN νe selection are predominantly DIS

interactions. The DIS cross section value comes from two sources: the world average

value and fits carried out by MINOS to data in the 10-30 GeV energy range. We

estimate the uncertainty on the cross section to be 3%. However we do not use this

parameter to evaluate the systematics since it is completely redundant with the flux

uncertainty in the high energy tail, which is much larger.

The NEUGEN program uses two parameters to describe the cross section in the few

GeV region (quasi-elastic and resonance production). Both refer to a dipole param-

eterization of the axial component of the neutrino-nucleon cross section, and both

are called the axial-vector “mass” MQE
A and MRes

A . The best information on these

parameters comes from neutrino-nucleus data in deuterium-filled bubble chambers.

To evaluate the effects of uncertainties in the cross section relating to the quasi-elastic

and resonance production, we vary MQE
A and MRes

A by ±15%. We also vary the treat-

ment in the transition region between DIS and resonant production. The effects of

those variations are shown in Fig.7.10.
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Figure 7.10: Impact of cross section uncertainties in the horn off/on ratios. The error
bars represent the MC statistical error.
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Hadronization Model Uncertainties

The largest uncertainties in our Monte Carlo simulation are due to lack of knowledge

of neutrino interactions in the few-GeV range, in particular the hadronization process,

along with intranuclear rescattering effects. While the model we developed is tuned

to external bubble chamber data, as described in Chapter 5, the existing data do not

cover the kinematic range of events selected in the νe analysis. We have identified

aspects of the hadronization model that are most important to the νe measurement

and that are poorly constrained by the external data:

1. Baryon xF selection

2. Probability of π0 production

3. Charged - neutral pion multiplicity correlation

4. Ambiguity in xF vs pT correlation

5. Average pT

6. Uncertainty in angular distribution of isotropic two-body decays

7. Average particle multiplicity

The uncertainties are constrained by the external bubble chamber experiment data.

The impacts of these uncertainties on the horn off/on ratios are shown in Fig.7.11.

Intranuke Uncertainties

Final-state hadrons resulting from neutrino-nucleon interactions may reinteract with

other nucleons within the same nucleus before emerging. In the NEUGEN program,

hadron intranuclear rescattering is handled by the program INTRANUKE which is an
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Figure 7.11: Impact of hadronization model uncertainties on the horn off/on ratios.
The error bars represent the MC statistical error.

intranuclear cascade model (INC). In 2007, the hadron absorption probability was in-

creased by roughly 10% based on external hadron-nucleus cross section measurements

and data from bubble chamber experiments. However, because of timing constraints

that would have been exacerbated by the need to validate the updated MC model,

the current nue analysis relies on an older version of INTRANUKE that predates

the above modification. This choice is justified by the fact the changes in the IN-

TRANUKE model are not expected to affect the Far/Near extrapolation or the signal

prediction significantly. To evaluate the impact of the INTRANUKE changes on the horn

on/off analysis, we plot the horn off/on ratios with the default MC and with the mod-

ified MC. The results are shown in Fig.7.12.

Crosstalk Modeling

The crosstalk simulation has been shown to have poor agreement with data. Instead

of regenerating Monte Carlo with improved crosstalk model described in Chapter

6, we decided to use the old Monte Carlo and make some corrections because of

time constraints. We modified the νe selection algorithm to remove most of the

dependence on the low pulse-height hits, namely to compute discriminating variables

with hits having a raw charge above 2 photo-electrons. To evaluate the remaining
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Figure 7.12: Impact of intranuke rescattering uncertainties on the horn off/on ratios.
The error bars represent the MC statistical error.

effect caused by the crosstalk mismodeling, we produced a limited amount of Monte

Carlo in the horn-on and horn-off configurations with the improved crosstalk model.

The comparisons of horn off/on ratios with the default and improved crosstalk models

are shown in Fig.7.13.
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Figure 7.13: Impact of crosstalk mismodeling on the horn off/on ratios. The error
bars represent the MC statistical error.

Calibration

Another important source of uncertainties is calibration. However, since the events

in the horn-on/off configurations all occur in the Near Detector, a lot of calibration
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systematic errors cancel. We only expect the calibration uncertainties to change

the energy scale, and from Fig.7.6 we are confident that we model the energy scale

reasonably well. Thus we feel that it is not necessary to consider the systematic errors

from calibration for the horn on/off method.

Summary of systematics

Tables 7.2, 7.3 and 7.4 summarize the percentage systematic errors on the horn off/on

ratios rNC , rCC , and re in reconstructed energy bins. The errors are calculated by

taking the difference between the standard MC and the MC with alternative parame-

ters or models. In some cases (e.g. baryon xF , charged-neutral pion correlation), the

alternative model is an overestimate of the theoretical uncertainties and we take half

of the difference between the alternative MC and the standard MC as the systematic

error. In other cases (e.g. intranuke), the alternative model is more consistent with

what the external data suggest and we take the full difference between the alternative

MC and the standard MC as a one-side systematic error.

Fig.7.14 shows the reconstructed energy spectra of events that pass the ANN νe

selection algorithm. The systematic errors on individual spectra are quite large. But

the errors cancel to a large extent so the systematic errors on the ratios are much

smaller. This is seen in Fig.7.15 which shows the horn-off over horn-on spectrum

ratios for NC, νµ CC, and beam νe events that pass the ANN νe selection algorithm.

7.4.4 Calculation of the ND NC and CC Background Energy

Spectra

The Near Detector NC and νµ CC background contributions are estimated with

Eqs.(7.6) and (7.7) in bins of reconstructed energy assuming a 15% error on the
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Ereco(GeV) 1 to 2 2 to 3 3 to 4 4 to 5 5 to 6 6 to 7 7 to 8
rNC 0.340 0.446 0.593 0.775 0.890 0.914 0.780

∆
r N

C
/r

N
C

(%
)(

+
/-

)

Flux 0.5/0.4 1.1/1.0 1.6/1.4 1.2/1.1 0.6/0.6 0.3/0.2 0.2/0.2

MQE
A 0.0/0.0 0.0/0.1 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.1 0.2/0.4

MRES
A 0.3/0.0 0.4/0.5 0.2/0.4 0.1/0.1 0.1/0.2 0.1/0.3 0.0/0.0

Transition 1.0/0.9 0.4/0.4 0.2/0.2 0.0/0.0 0.2/0.2 0.1/0.1 0.0/0.0
Hadron Mult. 2.6/3.2 1.2/1.4 0.0/1.7 0.6/0.9 1.9/0.0 4.0/2.3 7.6/0.0

Baryon xF 1.6/1.6 3.3/3.3 4.2/4.2 1.6/1.6 1.0/1.0 2.4/2.4 13.8/13.8
π0 1.7/1.5 2.3/2.0 2.2/1.9 1.1/1.0 0.1/0.0 1.8/1.6 0.8/0.7

Charged-Neutral 1.1/1.1 3.2/3.2 3.2/3.2 0.9/0.9 0.3/0.3 2.2/2.2 0.6/0.6
xF -pT correlation 0.8/0.0 0.5/0.0 1.5/0.0 1.5/0.0 0.0/1.0 0.7/0.0 4.2/0.0

pT 0.4/0.0 0.3/0.0 1.4/0.0 1.7/0.0 0.0/1.6 0.0/0.1 6.0/0.0
Two body decay 2.9/0.0 2.9/0.0 3.0/0.0 0.0/0.4 0.0/1.3 0.0/0.5 4.7/0.0

Intranuke 6.6/0.0 0.0/3.2 0.0/1.7 3.9/0.0 5.2/0.0 0.0/8.9 11.1/0.0
Xtalk 0.0/0.7 1.5/0.0 0.0/0.5 1.3/0.0 3.1/0.0 35.8/0.0 27.8/0.0
Total 8.2/4.2 6.4/6.2 7.0/6.3 5.4/2.6 6.5/2.6 36.2/9.9 34.9/13.8

Table 7.2: Percentage systematic errors on rNC in reconstructed energy bins.

Ereco(GeV) 1 to 2 2 to 3 3 to 4 4 to 5 5 to 6 6 to 7 7 to 8
rCC 0.101 0.077 0.088 0.217 0.460 0.685 0.868

∆
r C

C
/r

C
C

(%
)(

+
/-

)

Flux 0.6/0.7 0.3/0.3 1.2/1.1 3.5/3.1 3.8/3.3 1.7/1.5 0.5/0.4

MQE
A 0.5/0.3 0.1/0.2 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0

MRES
A 18.9/0.0 0.7/0.7 0.5/0.6 0.1/0.2 0.2/0.3 0.4/0.7 0.0/0.0

Transition 3.9/3.4 0.9/1.0 0.1/0.1 0.5/0.4 0.4/0.4 0.2/0.2 0.0/0.0
Hadron Mult. 4.9/5.2 4.7/9.7 3.0/5.2 0.3/6.8 2.3/0.0 15.8/4.8 3.3/0.0

Baryon xF 4.5/4.5 6.9/6.9 10.6/10.6 8.2/8.2 0.7/0.7 1.2/1.2 8.5/8.5
π0 0.1/0.0 2.4/2.1 1.8/1.4 2.3/2.2 0.5/0.4 3.6/3.7 1.3/0.8

Charged-Neutral 1.3/1.3 1.7/1.7 3.1/3.1 1.6/1.6 2.7/2.7 2.8/2.8 4.7/4.7
xF -pT correlation 0.0/0.8 6.4/0.0 6.9/0.0 5.7/0.0 0.0/2.2 3.8/0.0 8.1/0.0

pT 0.0/0.9 3.7/0.0 5.6/0.0 4.7/0.0 0.0/2.2 0.4/0.0 7.1/0.0
Two body decay 0.0/2.6 0.0/2.3 2.5/0.0 9.4/0.0 0.0/3.7 0.0/2.7 1.9/0.0

Intranuke 0.0/32.8 0.0/4.6 7.7/0.0 20.7/0.0 0.0/9.3 0.0/26.7 32.8/0.0
xtalk 1.7/0.0 0.0/22.3 1.8/0.0 0.0/17.0 0.0/49.6 0.0/11.2 0.0/6.2
Total 20.5/33.8 11.7/25.9 16.8/12.4 25.7/20.5 5.2/50.9 17.0/29.9 36.1/11.5

Table 7.3: Percentage systematic errors on rCC in reconstructed energy bins.
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Ereco(GeV) 1 to 2 2 to 3 3 to 4 4 to 5 5 to 6 6 to 7 7 to 8
re 0.161 0.168 0.177 0.235 0.314 0.471 0.585

∆
r e
/r

e
(%

)(
+

/-
)

Flux 1.6/1.5 1.8/1.7 2.0/1.9 2.7/2.5 4.1/3.7 5.1/4.5 8.0/6.7

MQE
A 0.7/0.5 0.3/0.0 0.4/0.4 0.8/1.0 1.3/1.3 0.3/0.5 2.1/1.7

MRES
A 0.6/0.6 1.6/1.7 2.6/2.5 0.7/0.7 0.4/0.0 3.1/2.5 1.9/2.4

Transition 3.4/3.1 1.3/1.5 0.5/0.6 2.3/2.6 1.0/0.9 1.5/1.7 4.6/5.0
Hadron Mult. 0.7/0.6 3.4/0.0 0.0/3.6 8.8/0.8 0.0/2.8 5.1/2.7 5.5/10.2

Baryon xF 0.2/0.2 1.1/1.1 0.0/0.0 1.9/1.9 1.3/1.3 1.6/1.6 4.4/4.4
π0 0.2/0.1 0.1/0.2 1.3/1.4 0.1/0.0 1.5/1.5 0.8/0.8 1.9/1.8

Charged-Neutral 0.6/0.6 0.2/0.2 0.4/0.4 3.6/3.6 0.9/0.9 1.1/1.1 2.3/2.3
xf-pt 0.0/0.0 1.0/0.0 0.0/1.0 0.0/0.9 0.0/0.2 3.1/0.0 0.0/4.4

xF -pT correlation 0.0/0.0 1.0/0.0 0.0/0.9 0.0/0.1 0.0/0.3 4.8/0.0 0.0/3.8
Two body decay 0.0/0.4 0.9/0.0 3.1/0.0 0.6/0.0 0.0/3.1 7.2/0.0 4.8/0.0

Intranuke 2.3/0.0 0.0/18.5 0.0/5.7 0.0/8.9 0.0/24.0 0.0/10.9 0.0/15.1
xtalk 0.0/25.8 0.0/15.3 0.0/27.6 17.0/0.0 0.0/12.8 0.9/0.0 41.0/0.0
Total 4.6/26.0 4.8/24.2 4.7/28.6 19.9/10.5 5.0/27.9 12.4/12.7 43.0/21.8

Table 7.4: Percentage systematic errors on re in reconstructed energy bins.
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Figure 7.14: The reconstructed energy spectra of events that pass the νe selection
algorithm. Left: horn-on; Right: horn-off. All spectra are normalized to 1 × 1019

POTs. The error bar represents the statistical error while the error band represents
the systematic error.
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Figure 7.15: The ND horn-off over horn-on spectrum ratios. The error bars represent
the MC statistics. The error bar represents the statistical error while the error band
represents the systematic error.

beam νe contribution. The resulting spectra are shown in Fig.7.16. Since there can-

not be negative events and the individual background components cannot exceed the

observed data (ignoring the statistical uncertainty in the data), when deriving the NC

and CC components, the solutions are required to fall within this region. Hence, if

a negative result is obtained, instead of solving the equations, we simply scale down

the MC NC and CC components to match the data keeping the original NC/CC

ratio. Furthermore, if the estimated uncertainties extend beyond the allowed region

(bounded by zero from below and by the data point from above) then the uncertain-

ties are truncated to not extend beyond this range. Note this is only relevant for

the highest energy bins. However at higher energies it also becomes less important

to deconvolve the NC and CC contributions, since oscillations will have less effect on

the extrapolation in this range.

The total NC and CC contributions are derived from the sum of the individual bin

contributions. When combining bins, the statistical errors are added in quadrature,

while the systematic errors associated with the horn off/on ratios are each added

linearly taking into account the sign of deviation in each bin. The total uncertainty

associated with each parameter is then added in quadrature to produce the final error
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Figure 7.16: Reconstructed horn-on energy spectrum of events that pass the νe selec-
tion algorithm assuming 15% beam νe error.

on the background estimates. The resulting ND background components as well as a

breakdown of the contributions to the NC and CC uncertainties are provided in Tables

7.5, 7.6, and 7.7. The uncertainty in the NC component is 9% and the uncertainty

in the νµ CC component is 18%.

Total NC CC beam νe

Data Driven: 5524± 35 3246+275
−291 1685+297

−281 594± 89

Monte Carlo: 6765± 21 4426± 17 1744± 10 594± 6

|MC-Data|/MC: 18% 27% 3% -

Table 7.5: The ND background estimates from the comparison of horn-off to horn-on
data and the ND background estimates from the Monte Carlo prediction assuming
15% beam νe error.
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Total NOn Data NOff Data NOn MC
beam νe

rNC rCC re

Statistical: +168
−186 ±44 ±194 ±4 ±96 ±39 ±29

Systematic: +218
−224 - - ±12 +218

−224

Stat.⊕ Sys.: +275
−291

Table 7.6: Contributions to the ND background NC error assuming 15% beam νe
error. Note total statistical errors are smaller than the individual statistical errors
added in quadrature because of truncation applied to highest energy bin.

Total NOn Data NOff Data NOn MC
beam νe

rNC rCC re

Statistical: +192
−173 ±62 ±194 ±6 ±96 ±39 ±29

Systematic: +227
−221 - - ±37 +224

−218

Stat.⊕ Sys.: +297
−281

Table 7.7: Contributions to the ND background CC error assuming 15% beam νe
error. Note total statistical errors are smaller than the individual statistical errors
added in quadrature because of truncation applied to highest energy bin.
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7.5 Summary

In this chapter, we first described a method that can be used to obtain relative νµ CC

and NC background contributions in the ND from comparison of background rates

in the horn-on and horn-off configurations. We then used this method to calculate

the CC and NC background components in the ND. The uncertainty in the NC

component is 9% and the uncertainty in the νµ CC component is 18%. Our next

step is to extrapolate the ND spectra to the FD taking into account oscillations of

different components to get the FD background rate prediction, which is the topic of

the next chapter.



Chapter 8

Sensitivity to θ13

In the previous chapter we described a data-driven method to obtain relative νµ CC

and NC background contributions at the ND. In order to obtain the prediction of the

number of νe selected background events at the FD, we extrapolate the backgrounds

determined at the Near Detector to the Far Detector using the Far/Near ratios which

are computed from Monte Carlo. A lot of systematic errors cancel to a large extent in

the extrapolation. In this chapter, we will first describe the FD background prediction

using the extrapolation method and discuss the systematic errors on the number of

predicted background events and possible number of signal events expected at the

Far Detector in this νe analysis. Then we will show the sensitivity of the MINOS

experiment to the neutrino oscillation parameter θ13 based on an exposure of 3.25×

1020 protons on target.

8.1 FD Background Prediction

The FD νe background is composed of 4 neutrino interaction classes: NC, νµ CC,

beam νe CC, and ντ CC which refer to the sample of each interaction type selected as

a νe candidate by the ANN νe PID. We will rely on the Monte Carlo to estimate the

218
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numbers of beam νe and ντ background events since they are reasonably well modeled

by the Monte Carlo and/or their contributions are relatively small. For the NC and

νµ CC backgrounds, we extrapolate the backgrounds determined at the Near Detector

to the Far Detector using the Far/Near ratios. Following the outlined extrapolation

procedure, the number of Far Detector background events in energy bin i, NF
i , will

be given by the equation:

NF
i = NF

NC,i +NF
CC,i +NF

bνe,i +NF
ντ ,i (8.1)

= ρNC,iN
N
NC,i + ρCC,iN

N
CC,i +NF

bνe,i +NF
ντ ,i (8.2)

where the Far/Near ratios

ρNC,i = NF
NC,i/N

N
NC,i (8.3)

ρCC,i = NF
CC,i/N

N
CC,i (8.4)

are computed from the Monte Carlo. Fig.8.1 illustrates the extrapolation procedure

for the NC and νµ CC background components. The ND spectra are obtained using

the horn on/off background decomposition method described in the previous chapter.

ND spectra are normalized to 1 × 1019 POTs and FD spectra are normalized to

3.25×1020 POTs. In the calculation of the ρ values, we assume the following neutrino

oscillation parameters:

θ12 = 34◦, θ23 = 45◦, θ13 = 0,∆m21 = 8.0×10−5eV 2, |∆m32| = 2.38×10−3eV 2, δCP = 0

(8.5)

We assume no νµ → νe oscillation (θ13 = 0) and no CP violation (δCP = 0). We

do not take into account the matter effects since they should only slightly affect the

beam νe background which is a small contribution to the total background. The
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NC Far/Near ratio is relatively flat since the NC event rate is not affected by the

neutrino oscillations. There is a clear increase of the νµ CC Far/Near ratio as energy

goes up since the νµ → ντ oscillation is suppressed at high energies. Fig.8.2 shows the

predicted FD background energy spectra for an exposure of 3.25× 1020 POTs. Table

8.1 summarizes the FD background prediction. We expect 27.4 background events

for an exposure of 3.25 × 1020 at the FD. The total MC number is scaled down by

20%. This reflects the fact that MC does not reproduce data in the ND.
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Figure 8.1: Extrapolation of NC and νµ CC background components from ND to FD
taking into account oscillations. The ND spectra are obtained using the horn on/off
background decomposition method. ND spectra are normalized to 1×1019 POTs and
FD spectra are normalized to 3.25× 1020 POTs.

Total NC νµ CC beam νe(MC) ντ (MC)

Monte Carlo 34.32 25.71 5.18 2.33 1.10

Prediction 27.43 18.76 5.24 2.33 1.10

Table 8.1: FD background prediction (3.25× 1020 POTs).
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Figure 8.2: Predicted FD background energy spectra for an exposure of 3.25 × 1020

POTs.

8.2 Background Systematic Errors

In this section, we discuss the systematic uncertainties in the predicted FD back-

ground events. The predicted NC and νµ CC background events are obtained from

extrapolation. There are two sources of systematic errors: the ND data decomposi-

tion method (i.e. horn on/off method) and the extrapolation. The predicted beam

νe and ντ background events are obtained from Monte Carlo. The systematic errors

for these two sources are the full uncertainties in the MC simulation.

8.2.1 Uncertainties in NC and νµ CC Predictions

As we discussed in the previous chapter, the estimated NC background uncertainty is

9% and the estimated νµ CC background uncertainty is 18% at the ND. Since they are

the dominant background components in the νe analysis, one could naively imagine

the uncertainty in the prediction FD background events to be between 9% and 18%.

However, since these two background components are highly correlated (7.22), the
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error on the number of total background is significantly smaller than the errors on

the individual components.

We make use of the fact that the sum of the components in the Near Detector

must equal the total data sample

NN
Data,i = NN

NC,i +NN
CC,i +NN

bνe,i (8.6)

and rewrite the extrapolation equation for the NC and νµ CC backgrounds as

NF
NC+CC,i = ρNC,iN

N
NC,i + ρCC,iN

N
CC,i

= ρNC,iN
N
NC,i + ρCC,i(N

N
Data,i −NN

NC,i −NN
bνe,i)

= ρCC,iN
N
Data,i + (ρNC,i − ρCC,i)NN

NC,i − ρCC,iNN
bνe,i (8.7)

The error from ND data decomposition is

(
δNF

NC+CC,i

)
Decomp

= ρCC,iδN
N
Data,i + (ρNC,i − ρCC,i)δNN

NC,i − ρCC,iδNN
bνe,i (8.8)

δNN
Data,i is the statistical error on the total ND data, which is negligible. We also ben-

efit from some cancellation in ρNC,i − ρCC,i. Different terms are added in quadrature

in order to get the total error.

The ND data decomposition systematic errors are composed of statistical errors

from horn-on/off data and MC and systematic errors from uncertainties in the horn-

off/horn-on ratios and beam νe background. When we calculate the total error on the

predicted FD background events, we add the statistical errors from the horn on/off

method in quadrature between energy bins while the systematic errors are added

linearly taking into account the sign of deviation in each energy bin. The result is

(
δNF

NC+CC

)
Decomp

=+0.555
−0.558 (stat.)⊕+0.587

−0.668 (sys.) =+0.81
−0.87 . (8.9)
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Thus

NF
NC+CC = 24.00+0.81

−0.87Decomp
. (8.10)

The systematic error from ND data decomposition is roughly 3.6% on the predicted

NC and νµ CC background events.

Now we consider the systematic errors from extrapolation. Many people (in par-

ticular Josh Boehm of Harvard University) have worked on the evaluation of the

systematic errors [146]. We will summarize the results here. The Far/Near ratios are

calculated from Monte Carlo. The uncertainties discussed in the previous chapter

when we calculated the systematic errors in the horn on/off method may also affect

the Far/Near ratio. The uncertainties we have discussed are neutrino flux error, cross

section error, hadronization error, intranuclear rescattering error, and the crosstalk

modeling error. These systematic effects affect the modeling of MC Far/Near ratio

but most of them should affect the two detectors in a similar manner so they should

cancel to first order. There exist other effects which are more important for the mod-

eling of Far/Near ratio since they could potentially give rise to Far/Near differences.

These effects include uncertainties in the relative event rate normalization, absolute

energy scale error, relative energy scale error, calibration errors, low pulse-height

modeling error, and reconstruction. Now we describe each systematic effect in detail.

Normalization

The normalization error encompasses the differences between the two MINOS detec-

tors due to uncertainty in the total exposure recorded in the two detectors. This

includes uncertainties in the fiducial volume, or equivalently the fiducial mass of the

detectors as well as uncertainty in the POT counting. Estimates for the size of this

uncertainty are taken from the 2006 MINOS νµ analysis. The terms included for this

analysis are 1% from POT counting, 0.2% from steel thickness, 0.2% from uncertainty
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in the scintillator thickness, and an additional 2.1% from the uncertainty in the fidu-

cial region (roughly 28 ton in the ND and 4.5 kton in the FD). This gives a combined

normalization error of 2.4%.

Absolute Energy Scale Uncertainty

The goal of the MINOS calibration is to convert the raw detector response in ADC

to absolute energy deposition in GeV. An important intermediate step is the inter-

detector calibration, which is to convert the calibrated ADC value after removing

variations within each detector to a universal energy unit - MIP, which is defined as

the detector response to a 1 GeV muon traversing 1 plane of scintillator at 90◦ with

respect to the longitudinal direction. The conversion factor is measured with the

cosmic ray stopping muons and referred to as SigCorPerMip in the MINOS software.

This conversion factor together with another factor which converts MIP to GeV de-

termine the absolute energy scale. This parameter SigCorPerMip is used twice in the

MC generation, first in the digitization to convert the true energy deposition to the

detector response, then in the reconstruction to convert the detector response back

to the universal energy unit MIP. The value of the absolute energy error is taken to

be 5.7% from the calibration studies for the 2008 MINOS νµ CC analysis. In order

to evaluate the uncertainties in the extrapolation, Monte Carlo samples are produced

for the Near and Far detectors with the default SigCorPerMip factor shifted by the

corresponding error for the reconstruction, but not in the digitization.

Relative Energy Calibration Uncertainty

Uncertainties in the relative energy calibration chain lead not only to differences in

the reconstructed energy of events, but can also lead to changes in the pulse-height

distribution in each event. To evaluate these uncertainties, we need to vary the

calibration constants within their associated uncertainties. We produce Monte Carlo
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samples for the Near and Far detectors with the corresponding calibration constants

modified for the reconstruction. Since we are interested in studying the effect of

miscalibration, the digitization stage of the MC generation is still performed with the

default calibration constants which results in a different set of calibration constants

being applied at the digitization and reconstruction/calibration stages. We used this

technique not only for this systematic but also for the other calibration uncertainties

described in the next section. To evaluate the effects of the relative energy calibration

uncertainties, we shift the SigCorPerMip factor for one detector and keep the factor

for the other detector fixed. The resulting changes in the Far/Near ratios are added

in quadrature. The Near Detector SigCorPerMip factor is shifted up and down by

2.3%, and the Far Detector SigCorPerMip factor is shifted up and down by 2.4%.

Both numbers are taken from the MINOS νµ CC analysis.

Other Calibration Uncertainties

In order to evaluate the other calibration uncertainties, we produce Monte Carlo

samples for the Near and Far detectors with the modified calibration constants. We

take into account the following calibration effects:

1.PMT Gains Constants that convert the raw ADCs to photoelectrons. The gains

are known to within a systematic shift of ±5% and to within random channel-

to-channel variation of 7%. The variation in PMT gains affects the 2PE cut we

discussed in Chapter 6.

2.Linearity Correct for the PMT saturation at large pulse-heights. Errors are taken

from the linear fits to the light injection data. The magnitude of this uncertainty

is less than 1%.

3.Strip-to-Strip Normalize the mean response of each strip to be equal. The mean

variation in strip-to-strip response after calibration should be less than 0.5%.
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4.Attenuation Normalizes the mean response along the position of each strip to be

equal to the response in the middle of the strip. The residual variation along

the strip after calibration is on the order of 1%. At FD, we sum the readouts

of two stripends which significantly reduces the attenuation effect.

Low Pulse-height Modeling

The low pulse-height depositions generated by the detector simulation have been

shown to have poor agreement with data. While steps have been taken to reduce

the dependence of the νe analysis on such low pulse-height hits, the cross talk model

(which generates a large fraction of the low pulse-height simulated hits) and the

removal of low pulse-height hits themselves need to be examined carefully to fully

understand their impact on the νe background prediction.

All the νe discriminant variables are computed with hits whose pulse-height is

greater than 2 PE, since hits below that cut are poorly modeled in MC simulation.

This is done at the analysis level and thus the reconstruction remains unchanged.

However, mis-modeling of the low pulse-height hits may affect the reconstruction and

therefore affect the νe PID. To evaluate the reconstruction uncertainties associated

with the mis-modeling of the low pulse height hits, we produce a special MC sample

where we do the reconstruction with only hits above 2 PE. We compare the number

of events accepted as νe candidates in the special MC sample with the number of

accepted events in the standard sample and take the difference as the reconstruction

systematic error associated with the pulse height cuts. We know that there are more

hits less than 2PE in data (Chapter 6), thus the effect should be larger for data.

However, as we will show in the summary table, the systematic error from low pulse-

height mismodeling is relatively small, so we still use the error evaluated with MC.
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Intensity Effects

The very different event rates at the two detectors could alter the calculated Far/Near

ratios. At our normal beam intensity (25E12 protons per spill), we expect on average

8 events in the Near Detector during the 10µs spill time. However, we only expect to

see on average 1 neutrino event per day in the Far Detector. At the Near Detector,

we have to separate the overlaid neutrino events in each spill based on timing and

spatial information. The events that occur late in the spill may be affected by the

activities (PMT after-pulsing, neutrons etc.) caused by the earlier events. At the

Far Detector, all the events are well separated in time. This can cause a potential

Near/Far difference.

We compare the efficiency of selecting the first event in the spill with respect to the

efficiency for all events at the ND. The first event in each spill should be unaffected

by the other events in the same spill. Therefore the first event in each spill simulates

the events at the FD and a comparison of the first event and all events can tell us the

difference in the efficiencies of selecting νe-like events at the two detectors. In order

to get a clean sample, we only select the first event in each snarl if it is at least 100 ns

away from the second event. Fig.8.3 shows the comparison of PID distributions for

the first event in each spill and for all events. The distributions are quite consistent

between the first event and all events for both data and MC. The difference in the

relative efficiencies of selecting νe-like events between data and MC is 1.6% ± 1.9%.

This indicates that we are underestimating the FD background prediction by 1.6%.

Thus we will scale up the NC+νµ CC background prediction by 1.6% and take the

statistical error on that scale (1.9%) as the systematic error associated the intensity

effects.
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Figure 8.3: Comparison of PID distributions for the first event in each spill (black
points) and for all events (red curve). Distributions are area normalized. (a) Data;
(b) MC; (c) Double ratio.
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Detector Alignment

Another effect we investigated is the detector alignment. The MINOS detectors

consist of alternating planes of steel and scintillator strips mounted on the steel. The

planes are not perfectly aligned during the detector installation. The actually location

of each scintillator strip is measured using cosmic ray muon data. The measurements

performed at both detectors indicate that the magnitude of detector misalignment

is on the order of 6 mm for the ND and 3 mm for the FD. Since the Monte Carlo

simulation assumes the scintillator strips are perfectly aligned, the misalignment could

be one source of data/MC differences. Furthermore, if the misalignment does have a

sizable effect on the νe selection efficiency, it could affect the Near and Far detectors

differently since the magnitude of the misalignment is quite different for the two

detectors.
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Figure 8.4: ANN PID distributions for MC with perfect geometry and with real
geometry.

We have generated a small MC sample with the real strip locations measured from

data (real geometry) and compared that with the standard MC (perfect geometry).
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The ANN PID distributions for those two samples are shown in Fig.8.4. The two

distributions agree very well with statistics, which indicates the detector misalignment

has a negligible effect on the νe analysis. Therefore we do not consider it in the

evaluation of the systematics.

Total NC+CC Systematic Errors

We have described all the systematic effects we considered. Now we are going to

evaluate their impacts on the FD NC and νµ CC background prediction. Since there

are large bin to bin correlations, and the relevant quantity for the analysis is the

uncertainty in the total number of events, we consider the total change in the number

of NC and νµ CC events from the extrapolation uncertainties for each source of

systematic explicitly as

(
δNF

NC+CC

)
Extrap

=
∑
i

(δρNC,iN
N
NC,i + δρCC,iN

N
CC,i) (8.11)

where we have defined (δNF
NC+CC)Extrap as the uncertainty in the predicted NC and

νµ events from the extrapolation and i denotes the ith energy bin. The justification

of doing this is that each source of systematic affects NC and νµ CC background

components in a correlated way. The effect from each systematic is then summed

in quadrature to produce the total error on the summed number of predicted Far

Detector NC and νµ CC events.

Table 8.2 summarizes the systematic errors from extrapolation for NC and νµ

CC background events selected by the ANN PID. Considering the total number of

events, we obtain a systematic error on the order of 7% for NC and 13% for the νµ

CC components, and a total (NC+CC) of +6.5%
−6.0%. We also scale up the background

prediction by 3.8% as to correct for the crosstalk mismodeling (discussed in section
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6.4) and intensity effect (discussed in section 8.2.1). Therefore we have:

NF
NC+CC = 24.91+1.62

−1.49Extrap
(8.12)

If we combine the error from extrapolation with the error from ND data decom-

position, we have the predicted number of NC+CC background events with errors:

NF
NC+CC = 24.91± 4.99(stat.)+1.81

−1.73(sys.) (8.13)

8.2.2 Uncertainties in the beam νe and ντ backgrounds

The beam νe CC component of the spectrum is taken from the Monte Carlo; i.e.,

it is not extracted from ND. Therefore, the uncertainty in this event sample is the

full uncertainty in the MC simulation. We have evaluated all the systematic effects

described in the previous section on the beam νe background except the relative

normalization and the relative energy scale since the Near/Far difference is irrelevant

for the beam νe background estimation (we do not use extrapolation to predict this

background source).

The efficiency of the νe selection has been determined using a data-driven tech-

nique with events identified as νµ CC [147]. Tracks from identified muon events are

removed and an electron with the momentum of the removed track is simulated in

the MINOS detectors. The energy scale and event topology of electrons in our detec-

tors are well simulated based on the comparison of the MINOS Calibration Detector

data and MC. The MC electron energy depositions are merged with the remnant of

the original νµ CC event and re-reconstructed to simulate a νe CC interaction in the

MINOS detectors. This technique is named MRE - Muon Removal with Electron

addition. These merged events are then passed through the νe event selection algo-

rithm. By making use of events that are selected in the manner in both data and
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NC νµ CC Total(NC+CC)

Systematic Down Up Down Up Down Up

Flux -0.6% 0.7% -0.8% 1.0% -0.6% 0.8%

MQE
A -0.0% 0.1% -0.0% 0.0% -0.0% 0.0%

MRES
A -0.0% 0.0% -0.1% 0.1% -0.0% 0.0%

Transition -0.2% 0.2% -0.2% 0.2% -0.1% 0.1%

Baryon xF -2.7% 3.4% -1.2%

π0 probability -0.3% 0.3% -0.3% 0.3% -0.1% 0.1%

Charged-Neutral correlation -0.9% 1.4% -0.3%

xF -pT correlation -1.1% 0.6% -0.7%

pT -1.0% 0.8% -0.6%

Two body decay -1.3% 0.7% -0.8%

Hadron Multiplicity -0.1% 0.5% -0.7% 2.5% -0.2% 1.0%

Intranuke 0.7% 0.4% 0.7%

Absolute Energy Scale -0.7% 1.7% -2.5% 0.9% -1.1% 1.5%

Hadron Energy -0.3% 1.1% -1.6% 0.0% -0.6% 0.7%

Normalization -2.4% 2.4% -2.4% 2.4% -2.4% 2.4%

Relative Energy Scale(ND) -1.3% 1.9% -3.9% 2.7% -1.9% 2.1%

Relative Energy Scale(FD) -1.3% 2.5% -0.6% 4.0% -1.1% 2.8%

Gains(ND) -2.6% 0.5% -3.3% 8.8% -2.7% 2.4%

Gains(FD) -1.4% 0.8% -2.4% 1.4% -1.6% 1.0%

Attenuation 0.5% -0.1% 0.4%

Strip-to-Strip -0.8% -0.5% -0.7%

Linearity 0.5% 0.9% 0.6%

Preselection -1.0% 1.0% -1.0% 1.0% -1.0% 1.0%

Low pulse-height modeling 1.1% 4.2% 1.7%

Crosstalk modeling 1.4% 2.4% 1.3%

Intensity effects 1.9% 1.9% 1.9%

Total -6.3% 6.5% -9.6% 12.7% -6.0% 6.5%

Table 8.2: Systematic errors from extrapolation on NC and νµ CC background events
selected by ANN PID.
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MC, the νe CC selection efficiency can be measured. The difference in the efficiencies

between data and MC is taken as the systematic error on the νe selection efficiency,

which is on the order of 2.5%.

The systematic errors on the beam νe background component in Near and Far

Detector Monte Carlo are summarized in Table 8.3. The flux error is larger in the FD.

The biggest uncertainty is due to the neutral kaon flux which is the least understood

component of the NuMI beam. We have larger contribution of beam νe background

from neutral kaon decay in the FD, therefore the flux error is large in the FD. The

predicted number of FD beam νe background is:

NF
bνe = 2.33± 1.53(stat.)+0.41

−0.39(sys.) (8.14)

The ντ CC component of the spectrum is also taken from the Monte Carlo. Since

this is a small background component, we assign a 50% systematic error on this

background which is dominated by the ντ cross section uncertainty. The predicted

number of ντ CC background is:

NF
ντ = 1.10± 1.05(stat.)+0.55

−0.55(sys.) (8.15)

We combine all the background component to get the predicted FD background

events:

NF
background = 28.3± 5.3(stat.)± 1.9(sys.) (8.16)

The total systematic error on the background prediction is roughly 6.7%.



234 CHAPTER 8. SENSITIVITY TO θ13

ND FD

Systematic Down Up Down Up

Flux -8.5% 8.5% -12.5% 12.5

MQE
A -4.2% 4.4% -4.2% 4.3%

MRES
A -6.0% 6.3% -6.1% 6.4%

Transition -5.9% 5.9% -6.8% 6.8%

Baryon xF -2.7% -2.7%

π0 probability -0.8% 0.8% -0.8% 0.8%

Charged-Neutral correlation -1.5% 0.3%

xF -pT correlation -0.8% -1.1%

pT -0.7% -0.8%

Two body decay -1.1% -0.4%

Hadron Multiplicity -1.9% 0.0% -1.1% 0.0%

Intranuke 1.1% -0.5%

Absolute Energy Scale -6.4% 2.3% -1.0% 2.2%

Hadron Energy -2.3% 3.8% -2.6% 4.7%

Gains -3.3% 3.4% -2.0% 0.2%

Attenuation 0.8% 0.0%

Strip-to-Strip -0.6% 0.4%

Linearity -0.2% -0.3%

Low pulse-height modeling -0.4% -0.7%

Crosstalk modeling 0.4% 0.5%

Efficiency (MRE) -2.0% 2.4% -2.0% 2.4%

Total -15.5% 14.8% -16.9% 17.5%

Table 8.3: Systematic errors on the beam νe background events selected by ANN PID
in Near and Far Detector Monte Carlo.



8.3. SIGNAL SYSTEMATIC ERRORS 235

8.3 Signal Systematic Errors

The predicted numbers of NC and νµ CC background events are directly extrapolated

from a measurement of the equivalent samples in the MINOS Near Detector. How-

ever, the potential signal νe events from νµ → νe oscillation have no Near Detector

equivalent. In addition to the systematics discussed previously, the signal νe errors

have contributions arising from the additional steps necessary to derive their flux at

the Far Detector. The flux of signal νe events is predicted using the spectrum of νµ

CC selected events. This is equivalent to a Far/Near approach following the νµ CC

disappearance analysis [59], the dominant systematics that are relevant to that result

are a 4% normalization systematic, a 50% NC scale uncertainty and a 10% error on

the νµ CC energy scale. That predicted spectrum is then multiplied by the efficiency

for selecting signal νe events at the Far Detector calculated using Monte Carlo. Since

the Monte Carlo is tuned to match the νµ CC spectrum, the result obtained with

this method is close to the prediction using FD Monte Carlo by construction. This

reflects the fact that we understand the neutrino flux and νe selection efficiency quite

well. The uncertainty in the efficiency of the νe selection is determined using the

MRE (Muon Removal and Electron addition) technique described previously.

Table 8.4 summarizes the systematic errors on the signal νe events selected by

ANN. The total systematic error is estimated to be 7.3%. The major contributors

to this error are the normalization and CC shower energy scale arriving from the

normalization of this sample to the νµ CC events measured in the ND.

If θ13 is at CHOOZ limit (sin2 2θ13 = 0.15) and we ignore the matter effects while

the other oscillation parameters are the same as in 8.5, the predicted number of signal

events is

NF
signal = 10.7± 3.3(stat.)± 0.8(sys.) No matter effects (8.17)

If we take into account matter effects, the predicted numbers of signal events for
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normal mass hierarchy (∆m2
32 > 0) and inverted mass hierarchy (∆m2

32 < 0) are

NF
signal = 11.6± 3.4(stat.)± 0.8(sys.) (Normal hierarchy) (8.18)

NF
signal = 7.0± 2.6(stat.)± 0.5(sys.) (Inverted hierarchy) (8.19)

8.4 MINOS Sensitivity to θ13

We have worked out the predicted number of background events at the FD and

the systematic error on the prediction. Using this information we can calculate the

sensitivities for the νe analysis.

In our case the size of the data sample is small. We can treat the sample size as a

Poisson-distributed variable. If we expectNExp events, the probability to observeNObs

events can be written as f(NObs;NExp), where f is the Poisson function. We define

the χ2 metric as logarithm of the likelihood ratio λ = f(NObs;NExp)/f(NObs;NObs)

times -2 [32]:

χ2
0 = −2 lnλ = 2

(
NExp −NObs +NObs ln

NObs

NExp

)
(8.20)

This value does account for the statistical errors associated with a measurement,

but neglects systematic errors. The χ2 is therefore rescaled as follows if we take into

account the systematic errors [148]:

χ2 = χ2
0 ×

NExp

σ2
background + σ2

signal +NExp

, (8.21)

where σbackground and σsignal represent the systematic errors on the predicted number

of background and signal events.

When performing a fit NObs would be the actual number of observed FD data
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Systematic Down Up

Flux -1.1% 1.3%

MQE
A -0.3% 0.3%

MRES
A -0.0% 0.1%

Transition -0.1% 0.0%

Baryon xF -2.2%

π0 probability -0.7% 0.7%

Charged-Neutral correlation -1.4%

xF -pT correlation -0.7%

pT -0.5%

Two body decay -0.5%

Hadron Multiplicity -1.4% 1.7

Intranuke -1.0%

Absolute Energy Scale -1.7% 1.8%

Normalization -4.0% 4.0%

Gains -0.6% 0.4%

Attenuation 0.0%

Strip-to-Strip 0.0%

Linearity 0.0%

Preselection -1.0% 1.0%

Low pulse-height modeling 0.9%

Crosstalk modeling 0.1%

NC Scale -0.9% 1.0%

CC Shower Energy -3.6% 3.4%

Efficiency (MRE) -2.0% 2.4%

Total -7.2% 7.3%

Table 8.4: Systematic errors on the signal νe events selected by ANN.
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events, and NExp would be the prediction from a particular set of oscillation con-

ditions. The χ2 value would then be minimized in order to find the best fit point

oscillation values. The goal of the sensitivity is to present the limit that MINOS

could set if the MINOS were to measure the null hypothesis (Ue3 = 0). Therefore

we fix NObs to the number of events predicted for Ue3 = 0 case and NExp is allowed

to vary by changing the input oscillation parameters. We fix ∆m2
32 and θ23 to the

best fit values of MINOS νµ CC disappearance measurement: |∆m2
32| = 0.0024eV2

and sin2 2θ23 = 1. A search for χ2 minimum is performed over a 2-D grid of points in

sin2(2θ13) and δCP . In addition the oscillations are calculated under the assumption

of the normal and inverted mass hierarchies. At each point, the number of events

that would be observed for those oscillation probabilities is calculated, this is used

to generate a χ2 value. The sensitivities of interest are therefore the true parameters

that are excluded at 90% confidence level when we observe a number of events con-

sistent with Ue3 = 0. This contour is defined as a cut at χ2 = 2.71. Note we are not

trying to measure or constrain δCP , so we show our limit on θ13 as a function of δCP .

The number of degrees of freedom is 1 rather than 2.

Fig.8.5 shows the χ2 distributions as a function of sin2(2θ13) and δCP for normal

(left) and inverted (right) mass hierarchies.

Fig.8.6 shows the 1-d χ2 distributions if we assume δCP = 0. The matter effects

have a large impact on the νµ → νe oscillation as we discussed in Chapter 3. For the

normal (inverted) hierarchy, matter effects enhance (suppress) the transition proba-

bilities for neutrinos. Therefore the limit we could set on sin2(2θ13) is quite different

for the two mass hierarchies.

Fig.8.7 shows the MINOS sensitivity to the neutrino mixing angle θ13 as a function

of δCP at 3.25×1020 POTs. A comparison to the CHOOZ limit indicates that the

MINOS experiment even with this initial data set has the potential to explore the

region not excluded by the CHOOZ experiment.
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Figure 8.5: χ2 distributions as a function of sin2(2θ13) and δCP . We assume |∆m2
32| =

0.0024eV 2 and sin2 2θ23 = 1. The exposure is taken to be 3.25 × 1020 POTs. Left:
normal mass hierarchy (∆m2

32 > 0); Right: inverted mass hierarchy (∆m2
32 < 0).
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Chapter 9

First Results of MINOS νe Analysis

9.1 Blind Analysis and Sidebands

In order to eliminate the biases that may affect the physics analysis, the first MINOS

νe analysis was done via blind analysis. The procedures adopted for the blind analysis

are outlined as follows. All of the Near Detector data and out-of-spill Far Detector

data (events not coincident with the NuMI spills) are open. The ND data are used to

study neutrino flux and cross section, perform detector calibration, decide on selection

cuts and analysis, and measure the background in the νe analysis. The FD out-of-spill

data are used to perform the detector calibration, study the detector response and

measure the cosmic ray background in the νe analysis. The entire FD in-spill data

(events coincident with the NuMI spills) remain hidden from the analysis group (and

the whole collaboration) until the event selection algorithm is finalized and the full

systematic effects are understood at a satisfactory level.

Before we looked at the FD data in the signal region, we investigated three side-

bands. The first sideband is called the anti-PID sideband, consisting of events with

an ANN PID less than 0.55. This cut value was optimized to give a sufficiently large

241
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sample for analysis and minimize the possible signal to background ratio if oscilla-

tions do occur with sin2 2θ13 near the CHOOZ limit. This sideband was primarily

used to check the normalization of the background prediction. The second sideband

consists of events with an ANN PID between 0.55 and 0.7. This sideband is right

outside the signal region. The third sideband is called the MRCC (muon removed

charged-current showers) sideband, consisting of νµ CC events where the muon track

is removed and the reconstruction is redone on the residual hits. This sample provides

an excellent tool to study the hadronic showers. By construction, this sideband is

signal-free and was used to check the corrections to background acceptance based on

ND data. It was determined that before moving on to look at the data in the signal

region (“open box”), the number of events selected for each sideband sample in the

FD data must match the prediction of the number of events to within 2σ.

The MINOS νe analysis group opened the box on January 27, 2009 after satisfac-

tory results were obtained for the three sidebands. In this chapter, we will summarize

the first results from the MINOS νe appearance analysis. This chapter is organized

as follows. We will first describe how we select Far Detector Data. Then we will show

data and MC comparisons as we make successive cuts, namely, fiducial volume cuts,

νe pre-selection cuts, and ANN PID cut. In the end, we will show our fit results.

9.2 Far Detector Data

In this first MINOS νe appearance analysis, we use the Far Detector data taken be-

tween May 2005 and July 2007 (MINOS Run I and Run II periods). All Far Detector

runs passing a simple pre-selection on run type (physics or modified physics), run du-

ration (> 2 minutes), and number of triggers (> 100 spills) have been reconstructed.

Only data taken in the low energy (LE) configuration are considered in this analysis.

The following data selection criteria are then applied to the data:
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• Data Quality Cuts: Only far detector data that have been collected with

a full detector readout and with all detector systems operating normally are

considered in the analysis. The following data quality cuts are applied to the

data:

– The high voltage in each super-module must be operating normally.

– The magnetic coil in each super-module must be operating normally.

– The timing system must be operating normally, with a recorded GPS error

of < 1µs.

– All 16 electronics crates must be active in the far detector readout.

• Beam Quality Cuts: The following beam quantities must be in the normal

ranges: protons on target per spill, horn current, X-position of beam at target,

Y-position of beam at target, horizontal width of beam at last profile monitor

before target, and vertical width of beam at last profile monitor before target.

• Spill Timing Cuts: Events are required to be coincident with a recorded

beam spill. The relative time between the earliest hit in an event and the

predicted spill time at the Far Detector is required to lie in the range: −2µs <

event time− spill time < +12µs.

• Light Injection Cuts: Events in time with Light Injection trigger are removed

from the analysis. Light Injection events are additionally removed using a LI

pattern recognition algorithm.

• Cosmic Muon Rejection: In the Far Detector, the rate of cosmic muons

coincident with beam spills is comparable to the rate of neutrino interactions.

The majority of cosmic muons enter the Far Detector at steep angles to the

beam direction. To reduce the background from cosmic muons, we remove

events that have large reconstructed angles with respect to the beam direction.
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Only about 3% of the total spills are eliminated by these cuts. The total exposure

to the NuMI neutrino beam after the data and beam quality cuts is 3.14 × 1020

protons on target (POTs). In the next sections we will examine various distributions

at different νe selection cut levels. All the distributions are POT normalized (absolute

normalization). Generally the standard MC is used to calculate the predictions. But

for the PID distribution and reconstructed energy spectra of accepted events, we

correct the standard MC predictions based on the data/MC differences measured at

the Near Detector, i.e. the number of predicted background events is determined

using the full ND data decomposition (horn on/off method described in Chapter 7)

and F/N extrapolation (described in Chapter 8). In all subsequent plots, the MC

predictions are calculated using the following oscillation parameters:

θ13 = 0, δCP = 0, θ23 = 45◦, θ12 = 34◦, |∆m32| = 2.38×10−3eV 2,∆m21 = 8.0×10−5eV 2.

(9.1)

Generally assumption is made of no signal unless stated to the contrary when CHOOZ

limit is used. We do not take into account the matter effects except for the final fitting

results.

9.3 Fiducial Volume Cuts

The Far Detector fiducial volume is defined as

0.5 ≤
√
x2 + y2 ≤

√
14 m, 0.48 ≤ z ≤ 14.28 m or 16.26 ≤ z ≤ 27.97 m (9.2)

where (x,y,z) are the coordinates of the reconstructed event vertex, and z axis is along

the beam direction. The lower radial cut is to exclude the coil hole. The two intervals

of z cut correspond to the two super-modules of FD.

Fig.9.1 shows the reconstructed vertex distributions of neutrino events in the Far
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Detector fiducial volume. It is clear that the neutrino interactions are uniformly

distributed in the FD fiducial region.
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Figure 9.1: Reconstructed vertex distributions of neutrino events in the Far Detector
fiducial volume.

Fig.9.2 shows the reconstructed track quantities after the fiducial volume cuts.

Track-like planes are the “clean” hit planes in the track, i.e. ones that are free from

the presence of non-track associated hits. Fig.9.3 shows the reconstructed shower

quantities after the fiducial volume cuts. Because there can be multiple showers in



246 CHAPTER 9. FIRST RESULTS OF MINOS νE ANALYSIS

the νµ CC events from bremsstrahlung radiation by the muon, we only consider the

shower that is the closest to the event vertex (“primary shower” or “vertex shower”).

The data and MC agreement is satisfactory for those reconstructed quantities.
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(c) Number of track-like planes

Figure 9.2: Reconstructed track quantities after fiducial volume cuts.
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(b) Number of shower planes

Figure 9.3: Reconstructed shower quantities after fiducial volume cuts.

Fig.9.4 shows the distributions of two reconstructed kinematic quantities Q2 and

W 2:

Q2 = 2Eν(Eµ − pLµ)−m2 (9.3)

W 2 = M2 + 2Mν −Q2 (9.4)
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where Eν is the reconstructed neutrino energy, Eµ and pLµ are the reconstructed energy

and longitudinal momentum of the muon, M is the nucleon mass and m is the muon

mass. The MC reproduces data quite well. Note the calculated quantities are not

meaningful for NC events since we can not measure the outgoing neutrinos in NC

interactions and usually a pion track is mistaken as a muon track.
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Figure 9.4: Reconstructed Q2 and W 2 after fiducial volume cuts.

9.4 Pre-selection Cuts

The next step in the analysis is removal of potential background events by a number

of pre-selection cuts. We remove events that have long tracks (consistent with being

νµ CC events) and poorly reconstructed events by requiring that accepted events

satisfy satisfying the following criteria:

• Track length < 25 planes.

• Track like length < 16 planes.

• At least one reconstructed shower.
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• At least 5 contiguous planes with at least 0.5 MIP.

• Reconstructed energy between 1 and 8 GeV.

We apply a high energy cut (E < 8GeV ) since the potential νµ → νe transition is

highly suppressed at high energies so we are not interested in the high energy region.

Furthermore this cut can remove half of the beam νe background which has a much

broader energy spectrum than the signal events.

Table 9.1 showers the data and MC reduction as we apply various cuts step by

step. This table demonstrates that the efficiencies for selecting data events and MC

background events agree roughly within 2%. Note the MC numbers do not have

corrections based on ND data.

Cuts Data Data Eff. MC BG BG Eff. Potential Signal Signal Eff.

Fiducial Volume 1188 1196.4 25.0

Track planes<25 444 37.4% 420.9 35.2% 24.7 98.8%

Track-like planes<16 410 34.5% 385.9 32.3% 24.4 97.6%

#showers>0 406 34.2% 382.0 31.9% 24.4 97.6%

Cont.planes>4 286 24.1% 277.0 23.2% 21.5 86.0%

E>1.0GeV 271 22.8% 261.6 21.9% 21.2 84.8%

E<8.0GeV 227 19.1% 208.9 17.5% 20.4 81.6%

Table 9.1: FD data and MC reduction for 3.14 × 1020 POTs. The standard MC
was used to predict the number of background and potential signal events (i.e. no
corrections based on ND data). Signal is computed at sin2 2θ13 = 0.15(CHOOZ limit).

Fig.9.5 shows the distributions of the 11 variables used in the ANN after pre-

selection cuts for data and background only MC. Fig.9.6 shows the ANN PID distri-

butions for data, corrected background only MC and the raw background only MC.

The correction to MC takes into account the data/MC differences in the ND PID dis-

tributions. Fig.9.7 shows the ANN PID distributions for data, corrected background
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only MC and background+signal MC.

9.5 PID Cuts

The final cut in the νe selection is a cut on the ANN PID. The optimal cut was

found to be at 0.7 to give the maximum sensitivity. Before we opened the box on

the signal region, we examined two different PID intervals outside the signal region.

One is for PID value less than 0.55 (anti-PID sideband), the other is for PID value

between 0.55 and 0.7. The results are summarized in Table 9.2. The number of

Cuts Data Raw BG MC Corrected BG Prediction Potential Signal

PID < 0.55 147 141.0 131.8± 11.5(stat.)± 8.4(sys.) 4.9

0.55 < PID < 0.7 46 37.3 37.6± 6.1(stat.)± 2.5(sys.) 4.9

Table 9.2: Comparison of the data selected in the two PID regions compared to the
raw BG MC, the corrected background prediction, and the potential signal. Signal is
computed at sin2(2θ13) = 0.15 (CHOOZ limit). Numbers are for 3.14× 1020 POTs

background events expected in each PID region (corrected background prediction)

is determined using the full ND data decomposition (horn on/off method described

in Chapter 7) and F/N extrapolation (described in Chapter 8). The σ difference,

defined as the difference between the data and background prediction divided by the

combined statistical and systematic errors, is 1.1 for the region PID < 0.55 and 1.3

for the region 0.55 < PID < 0.7. If there is a signal corresponding to θ13 at CHOOZ

limit, the σ differences are reduced to 0.7 and 0.5 respectively.

Table 9.3 summarizes the result of this MINOS νe analysis. We observe a total

of 35 events in the signal region and we expect 27 events with the assumption of no

νe appearance. This corresponds to a 1.4 σ excess using the combined statistical and

systematic errors. If there is a signal corresponding to θ13 at CHOOZ limit, the σ
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Figure 9.5: Distributions of the 11 variables used in the ANN after pre-selection cuts.
The last plot shows the χ2/NDF of the 11 distributions. No ND data based correction
was applied to MC.
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Figure 9.6: ANN PID distributions for data (black points), corrected background only
MC (red) and the raw background only MC (blue). The bin below zero corresponds
in an underflow bin which contains events with no assigned PID. The correction to
MC takes into account the data/MC differences in the ND PID distributions.
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Figure 9.7: ANN PID distributions for data (black points), corrected background only
MC (red) and background+signal MC (blue). Signal is computed at sin2(2θ13) = 0.15
(CHOOZ limit). The bin below zero corresponds in an underflow bin which contains
events with no assigned PID.
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difference is reduced to -0.4.

Cuts Data Raw BG MC Corrected BG Prediction Potential Signal

PID > 0.7 35 32.9 27.3± 5.2(stat.)± 1.8(sys.) 10.3± 3.2(stat.)± 0.8(sys.)

Table 9.3: Comparison of the data selected in the signal regions compared to the
raw BG MC, the corrected background prediction, and the potential signal. Signal is
computed at sin2(2θ13) = 0.15 (CHOOZ limit). Numbers are for 3.14× 1020 POTs

Fig.9.8 shows the spatial and temporal distributions of the 35 accepted data

events. Despite low statistics, the events are consistent with being uniformly dis-

tributed in space and time.

Fig.9.9 shows the reconstructed visible energy of selected data compared to pre-

dictions. The left plot shows the comparison to the predicted background while the

right plot shows the comparison to the predicted background + potential signal.

If we interpret the excess in the data as a signal, we can fit the data with a νµ → νe

oscillation hypothesis. We define the scaled χ2 in the same way as in the last chapter:

χ2
0 = 2

(
NExp −NObs +NObs ln

NObs

NExp

)
(9.5)

χ2 = χ2
0 ×

NExp

σ2
background + σ2

signal +NExp

(9.6)

where NObs is the observed number of events, NExp is the expected number of events

for a given set of oscillation parameters (θ13, δCP , etc.), σbackground and σsignal are

the systematic errors in the predicted background and signal events. The reason to

choose this form of χ2 definition was discussed in Chapter 8 where we calculated the

sensitivity.

Fig.9.10 shows the χ2 distributions as a function of sin2(2θ13) and δCP for normal

(left) and inverted (right) mass hierarchies.
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signal region. Signal is computed at sin2(2θ13) = 0.15 (CHOOZ limit). Plots are
stack plots.
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data events. Left: normal mass hierarchy (∆m2

32 > 0); Right: inverted mass hierarchy
(∆m2

32 < 0).
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Fig.9.11 shows the 1-d χ2 distributions if we assume δCP = 0. The matter ef-

fects have a large impact on the νµ → νe oscillation as we discussed in Chapter 3.

For the normal (inverted) hierarchy, matter effects enhance (suppress) the transition

probabilities for neutrinos. Therefore two curves are quite different for the two mass

hierarchies.

13θ22sin
0 0.1 0.2 0.3 0.4 0.5

2 χ

0

2

4

6

8

10

12
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Figure 9.11: χ2 distributions as a function of sin2(2θ13) for observation of data 35
events. We assume δCP = 0.

The best fit point oscillation values can be found by minimizing the χ2 value. The

90% limit is set at ∆χ2 = 2.71. Fig.9.12 shows the best fit and 90% upper limit in

sin2 2θ13 as a function of δCP for both mass hierarchies.
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best fit value for ∆m2

32 and sin2 2θ23 for 3.14× 1020 POTs.

9.6 Discussion of our results

• If we ignore the matter effects, the oscillation probability for νµ → νe transition

can be written as

P (νµ → νe) = |e−i(∆32+δ) sin 2θ13 sin θ23 sin ∆31 + sin 2θ12 cos θ23 cos θ13 sin ∆21|2

= sin2 θ23 sin2 2θ13 sin2 ∆31 + cos2 θ13 cos2 θ23 sin2 2θ12 sin2 ∆21

+Jr sin ∆21 sin ∆31 cos(∆32 + δ)

= Patm + Psol + Pint (9.7)

where Jr ≡ sin 2θ12 sin 2θ23 sin 2θ13 cos θ13 and Patm, Psol, Pint denote the atmo-

spheric term (the leading term), the solar term, and the interference term. The

symbol sin2 2θ13 in Figs 9.10, 9.11 and 9.12 is used as a shorthand for what we
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actually measure for a fixed mass hierarchy and δCP , which is approximately

2 sin2 θ23 sin2 2θ13. This is important in comparing our results to those from re-

actor experiments, which actually do measure sin2 θ13, since, given the current

limits on sin2 2θ23, sin2 θ23 can vary by a factor of 1.8 at 90% C.L..

• The 1.4σ excess of data events can be a statistical fluctuation of background

events. If we interpret the excess as a νe signal from νµ → νe oscillation, the

best fit sin2 2θ13 value is consistent with the CHOOZ limit. But we emphasize

that our result is also consistent with θ13 = 0 at 90% C.L..

• In 2008, a global analysis of the combination of atmospheric, solar and long-

baseline reactor neutrino data provided the global estimate sin2 2θ13 = 0.06 ±

0.04(1σ), implying a preference for θ13 > 0 but with limited statistical signifi-

cance (∼ 90% C.L.) [149]. Our result is also consistent with that analysis.

• The first MINOS νe analysis was done using data taken from 2005 to 2007

(3.14e20POT used in the analysis). The MINOS experiment is accumulating

more data and is expected to more than double the data set by this summer.

With increase statistics and improved understanding of systematic errors, we

will definitely be able to improve the measurement of θ13.

• One thing worth noting is that we observed a 1.8σ excess of data events com-

pared with the prediction in our MRCC sideband, which is worrisome. We have

done extensive tests but we did not find any mistakes in the analysis. Therefore

we conclude the excess in the MRCC sideband is most likely due to statistical

fluctuation.



Appendix A

Glossary of Acronyms

ANN Artificial Neural Network

CC Charged Current interactions. If the neutrino type is not specified, CC usually

refers to νµ CC background component in the νe analysis.

CalDet MINOS Calibration Detector

FD Far Detector

FOM Figure of Merit

MINOS Main Injector Neutrino Oscillation Search, a long baseline experiment send-

ing neutrinos from Fermilab to Soudan, Minnesota.

MRCC Muon Removed νµ Charged Current events. A sample to study the hadronic

showers.

MRE Muon Removal with Electron addition. A sample with MC electrons and data

(or MC) hadronic showers to mimic νe CC events.

NC Neutral Current interactions

258
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ND Near Detector

NuMI Neutrinos at the Main Injector

PE Photoelectron

PID Particle IDentification, usually referred to as the output of the ANN in the νe

analysis.

POT Proton on Target

PMT Photo Multiplier Tube
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